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Abstract 

In this dissertation, we focus on the authentication issues that arise when numerous 

Radio Frequency (RF) devices are wirelessly connected in an Internet of Things (IoT) 

environment. Modern cryptographic key-based Media Access Control (MAC) layer 

authentication systems pose significant security threats if keys are lost and require complex 

algorithms that are not suitable for IoT environments. To address these issues, RF 

Fingerprinting technology, which authenticates devices using unique RF signal 

characteristics at the physical layer, has gained attention. RF Fingerprinting starts from the 

premise that it is significantly more costly to replicate the unique characteristics of RF 

signals, thereby playing a crucial role in enhancing the security of wireless networks. 

This dissertation presents two significant research findings related to RF 

Fingerprinting and discusses the challenges and future research directions for achieving 

system integrity. 

The first study proposes an RF Fingerprinting method capable of identifying signal 

transmitters in a frequency-hopping spread spectrum (FHSS) network, one of the best 

existing RF security systems. To achieve this, Signal Fingerprints (SF) of the hopping signals 

were extracted and transformed into spectrograms representing the time-frequency behavior 

of the SFs. These spectrograms were then trained using a designed Deep Inception Network 

(DIN)-based signal classifier. As a result, the system was able to identify signal transmitters 

with 97% accuracy for hopping signals, and the algorithm for detecting network attackers 

showed an Area Under the Receiver Operating Characteristic (AUROC) curve performance 

of 0.99. 

The second study emphasizes the importance of public key management in IoT 

environments and introduces an RF-based Public Key Generator (RF-PubKG) model. The 

proposed model, by projecting RF feature clusters into cryptographic sequences, achieved 

97.2% accuracy at a 20dB Signal-to-Noise Ratio (SNR), which further improves to 99.6% 
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in noiseless conditions. Furthermore, low-correlation analysis of the generated public key 

sets confirmed the reliability and independence of the learning-based public key system, and 

a proof of concept of the RF-PubKG-based Rivest–Shamir–Adleman (RSA) digital signature 

system demonstrated that it could effectively operate as Public Key Cryptography (PKC) 

without the need for Public Key Infrastructure (PKI). These results are expected to simplify 

public key management in IoT environments and significantly improve the efficiency of the 

digital signature verification process. 

Finally, we discuss the challenges and future research directions for the integrity of 

the RF Fingerprinting system. The contribution of this study spans from existing methods 

operating with analog feature keys in the real domain to the RF-PubKG based on public keys 

operating in the finite field. Furthermore, the research direction includes the development of 

sensor intelligence systems based on digitized analog feature keys operating in the digital 

domain. This involves discussing the challenges of public operation in the current system 

and proposing future research directions to overcome these challenges. 

 

©2024 
Jusung Kang 

ALL RIGHTS RESERVED  
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국 문 요 약 

본 논문은 IoT 환경에서 수많은 RF 기기들이 무선으로 연결될 때 발생하는 

인증 문제에 초점을 맞춘다. 현대의 암호학 키 기반 MAC 계층 인증 시스템은, 

키 분실 시 보안에 심각한 위협을 초래하며, IoT 환경에 적합하지 않은 복잡한 

알고리즘이 요구된다. 이러한 문제를 해결하기 위한 방안으로, Physical 계층에서 

기기의 고유한 RF 신호 특징을 이용하여 인증하는 RF Fingerprinting 기술이 

주목받고 있다. RF Fingerprinting 은 RF 신호의 고유 특성을 복제하는 데 상당한 

비용이 발생한다는 점에서 출발하며, 무선 네트워크의 보안을 강화하는데 

중요한 역할을 수행할 수 있다.  

본 논문은 RF Fingerprinting 관련 두 가지 연구 결과를 소개하며, 시스템 

완성을 위한 Challenge 및 Future research direction 에 대해 논한다.  

첫 번째 연구는 현존하는 최고의 RF 보안 시스템 중 하나인 주파수 도약 

확산 스펙트럼 네트워크에서 신호 송출원 식별이 가능한 RF Fingerprinting 

방법을 제안한다. 이를 위해 도약 홉 신호에 대한 SF 를  추출하여 시간-주파수 

행동을 나타내는 스펙트로그램으로 변환하고, 이를 설계된 Deep Inception Net-

work (DIN) 기반 신호 분류기에 학습시켰다. 그 결과, 도약 홉 신호에 대한 

97%의 정확도로 신호 송출원을 식별할 수 있었으며, 네트워크 공격자 탐지를 

위한 알고리즘은 AUROC 커브 0.99의 성능을 확인하였다. 

두 번째 연구는 IoT 환경의 공개 키 관리의 중요성을 강조하며, RF 기반 

공개 키 생성기 (i.e., RF-PubKG) 모델을 소개한다. 제안하는 모델은 RF 특성 

cluster를 암호 시퀀스로 투영하는 방법으로서, 20dB SNR에서 97.2%의 정확도를 

달성하고, 노이즈가 없는 환경에서는 99.6%로 향상되는 것을 확인하였다. 

나아가 생성된 공개 키 셋의 낮은 상관관계 분석을 통해 학습 기반 공개 키 

시스템의 신뢰성과 독립성을 확보하였으며, RF-PubKG 기반 RSA 디지털 서명 

시스템 구현을 통해 PKI 없는 PKC 로도 효과적으로 작동할 수 있음을 
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실증하였다. 이러한 결과는 IoT 환경에서의 공개 키 관리를 간소화하고 디지털 

서명 검증 과정의 효율성을 크게 향상시킬 것으로 기대한다.  

마지막으로, RF Fingerprinting 시스템의 완성을 위한 Challenge 및 Future re-

search direction 에 대해 논한다. Real domain 으로부터 Analog Feature key 로 

동작하는 기존 방법에서, Finite field 에서 동작하는 Public key 기반 RF-PubKG 로 

이어지는 본 연구 기여에 대해 논한다. 여기서 나아가 Digital domain 에서 

동작하는 Digitized Analog Feature key 기반 Sensor Intelligence 시스템으로의 연구 

방향에 대해 논한다. 이에 현재 시스템에서의 범용적 동작을 위한 도전 과제에 

대해 논하고, 이를 극복하기 위한 향후 연구 방향에 대해 논하고자 한다. 

 

©2024 
강 주 성 

ALL RIGHTS RESERVED  



 - 10 -  

List of Contents 

Abstract  ............................................................................................................................... 6 
List of Contents ......................................................................................................................... 10 
List of Tables  ............................................................................................................................. 12 
List of Figures ............................................................................................................................ 13 
 Chapter 1. Introduction .......................................................................................................... 16 

 Physical layer Authentication in IoT environment ........................................................ 16 

 Radio Frequency (RF) Fingerprinting ............................................................................ 18 

1.2.1. Definition of RF Fingerprinting ........................................................................... 18 
1.2.2. Signal Fingerprints (SFs) ..................................................................................... 19 
1.2.3. Related Works ...................................................................................................... 21 
1.2.4. Custom Data Acquisition (DA) System ............................................................... 23 
1.2.5. RF Fingerprinting Usage Examples ..................................................................... 24 

 Contributions and Outline of this Dissertation ............................................................... 25 

 Chapter 2. [Classification] RF Fingerprinting for FH Emitter Identification .................. 28 
 Motivations .................................................................................................................... 28 

 Introduction .................................................................................................................... 28 

 Problem Formulation ..................................................................................................... 33 

2.3.1. Frequency Hopping (FH) Signals of Frequency Hopping Spread Spectrum 
(FHSS) Network ............................................................................................................ 33 
2.3.2. User Authentication in FHSS Networks .............................................................. 34 
2.3.3. Emitter Identification based User Authentication in FHSS Networks ................. 35 

 Proposed RF Fingerprinting-based Emitter Identification (RFEI) method .................... 37 

2.4.1. Signal Fingerprint Extraction ............................................................................... 38 
2.4.2. Time–Frequency Feature Extraction .................................................................... 39 
2.4.3. User Emitter Classification .................................................................................. 41 
2.4.4. Base Classifier: Deep Inception Network Classifier ............................................ 42 
2.4.5. Ensemble Approach for Multimodal Signal Fingerprints .................................... 45 
2.4.6. Attacker Emitter Detection .................................................................................. 47 

 Baseline Algorithms for RF Fingerprinting Method ...................................................... 49 

 Experimental Setups ...................................................................................................... 52 

 Results and Discussions ................................................................................................. 55 

2.7.1. Emitter Identification Accuracy ........................................................................... 55 
2.7.2. Efficiency of the Inception Blocks ...................................................................... 57 
2.7.3. Class Activation Map (CAM) Analysis of the DIN Classifier ............................ 59 
2.7.4. Outlier Detection Performance ............................................................................ 61 
2.7.5. Discussion ............................................................................................................ 64 

 Summary ........................................................................................................................ 65 

 Chapter 3. [Cryptography] RF Public Key Generator for Digital Application ................ 67 
 Motivations .................................................................................................................... 67 

 Introduction .................................................................................................................... 67 



 - 11 -  

 Background Knowledge ................................................................................................. 71 

3.3.1. Target Radio Frequency Features ........................................................................ 71 
3.3.2. Radio Frequency Fingerprinting .......................................................................... 72 
3.3.3. Digital Signature scheme ..................................................................................... 75 
3.3.4. Certificates and Public Key Infrastructure (PKI) ................................................. 76 

 Proposed RF based Public Key Generator (RF-PubKG) method .................................. 78 

3.4.1. Radio Frequency Public Key Generator .............................................................. 78 
3.4.2. RF-PubKG Based Hashed RSA scheme. ............................................................. 81 

 Experimental Setups ...................................................................................................... 83 

3.5.1. RF feature dataset description .............................................................................. 83 
3.5.2. Evaluated RF Fingerprinting Models ................................................................... 84 
3.5.3. Ensemble RF-PubKG........................................................................................... 85 

 Results and Discussions ................................................................................................. 86 

3.6.1. Public Key Estimation results .............................................................................. 87 
3.6.2. Reliability of the Cryptographic Sequences......................................................... 91 
3.6.3. PubKGs in hashed RSA scheme .......................................................................... 94 
3.6.4. Discussion ............................................................................................................ 95 

 Summary ........................................................................................................................ 97 

 Chapter 4. Summary of Contributions and Future Research Direction ............................ 99 
 Summary of Contributions ............................................................................................. 99 

 Challenges and Future research directions for Public usage of RF Fingerprinting ...... 100 

 Chapter 5 Conclusions .......................................................................................................... 103 
Bibliography  ........................................................................................................................... 105 
Curriculum Vitae .................................................................................................................... 117 
Acknowledgement ................................................................................................................... 122 

 
  



 - 12 -  

List of Tables 

Table 1.1 Literatures of the RF Fingerprintings. ............................................................................................. 21 

Table 2.1 Non-replicable authentication system for the physical layer of the FHSS network. ........................ 36 

Table 2.2 Structure of the base classifier: the DIN classifier. .......................................................................... 44 

Table 2.3 Proposed RFEI algorithm. ............................................................................................................... 49 

Table 2.4 Details of the FH dataset. ................................................................................................................. 53 

Table 2.5 Implemented parameter settings. ..................................................................................................... 54 

Table 2.6 Emitter identification accuracy. ....................................................................................................... 55 

Table 2.7 Averaged confusion matrix of the ensemble approach based proposed method. ............................. 57 

Table 2.8 Identification accuracies of the residual and inception blocks. ........................................................ 58 

Table 2.9 Averaged confusion matrix of the outlier detectors based on the proposed method. ....................... 63 

Table 2.10 Averaged confusion matrix of the outlier detectors based on baseline 3. ...................................... 63 

Table 3.1 Proposed RF-PubKG algorithm, RF-PubKGF . ..................................................................................... 81 

Table 3.2 Hashed RSA algorithm based on RF-PubKG. ................................................................................. 83 

Table 3.3 RF Feature Dataset .......................................................................................................................... 84 

Table 3.4 Architecture of the RF-PubKG model (Based on DIN model in [2]) .............................................. 84 

Table 3.5 Key Estimation Accuracy* .............................................................................................................. 87 

Table 3.6 Key Estimation Time ....................................................................................................................... 88 

Table 3.7 Correlation Matrix for Key Sets Generated by Distinct RF-PubKG Models ................................... 93 

Table 3.8 Quantification Analysis of RF-PubKG Based Digital Signature Scheme Implemented by Hashed 

RSA Algorithm ........................................................................................................................................ 93 

 



 - 13 -  

List of Figures 

Figure 1.1 Physical layer authentication in Internet of Things (IoT) environment [11]. ................................. 16 

Figure 1.2 User authentication approaches in Open System Interconnection (OSI) model. ........................... 17 

Figure 1.3 Way to utilize the RF Fingerprinting. ............................................................................................. 18 

Figure 1.4 Example of Signal Fingerprints (SF). ............................................................................................ 19 

Figure 1.5 Custom-made data acquisition (DA) system. ................................................................................. 23 

Figure 1.6 Example of tracking an un-authenticated user................................................................................ 24 

Figure 2.1 Non-replicable authentication scenario based on the RFEI method. .............................................. 31 

Figure 2.2 FH signals in two FHSS networks ................................................................................................. 33 

Figure 2.3 Block diagram of the RFEI-based non-replicable authentication system. ..................................... 36 

Figure 2.4 Examples of the SFs: (a) RT, (b) SS, and (c) FT signals. ............................................................... 39 

Figure 2.5 Examples of the spectrograms: (a) RT, (b) SS, and (c) FT signals. ............................................... 41 

Figure 2.6 Basic block for constructing the deep learning classifier used in this study: (a) the residual block 

[69] and (b) the inception block [70]. ...................................................................................................... 42 

Figure 2.7 Examples of the spectrograms: (a) RT, (b) SS, and (c) FT signals. ............................................... 44 

Figure 2.8 Stacking ensemble approach for the multimodal SF signals. ......................................................... 46 

Figure 2.9 Attacker detection scheme based on stacking ensemble approach. ................................................ 47 

Figure 2.10 Emitter identification accuracy at different signal-to-noise ratios (SNRs). .................................. 56 

Figure 2.11 Identification accuracies of the residual and inception blocks at different SNRs......................... 58 

Figure 2.12 Examples of GCAM of the DIN classifier: (a) AGCAM for target emitters, (b) positive sample 

with an inference score greater than 0.99, and (c) negative sample with an inference score less than 0.30.

 ................................................................................................................................................................. 60 



 - 14 -  

Figure 2.13 PLCP frame format for FHSS networks in the 802.11 standard [57]. .......................................... 61 

Figure 2.14 Histogram of the output vectors. .................................................................................................. 62 

Figure 2.15 Receiver operating characteristic (ROC) curves. ......................................................................... 64 

Figure 3.1 An overview of the user authentication scheme in IoT Environments: (a) ID/PW-based 

authentication; (b) authentication based on IP and MAC addresses utilizing PKC; (c) authentication 

using RF features based on RFF; and (d) (RF-PubKG) the proposed method for authentication using IP 

and MAC addresses combined with RF features through PKC. .............................................................. 68 

Figure 3.2 The overall RF Fingerprinting process is depicted with (a) the Pre-processing step and (b) the RF 

Fingerprinting step illustrating the conventional RFF, followed by (c) (Proposed) the Key Generator step 

representing the proposed RF-PubKG method. ....................................................................................... 72 

Figure 3.3 System overview of Digital Signature schemes: (a) Traditional scheme with a certificate 

management system from the PKIs, illustrating the process of certificate issuance; (b) Trustworthy 

scheme based on the RF-PubKGs, utilizing the RFF for key generation to eliminate the need for a 

centralized certificate authority, thus simplifying the overall certificate management system. ............... 76 

Figure 3.4 The proposed RF-PubKG structure: The KeyGen layer is located at the highest hidden layer, 

which processes outputs to generate and estimate the public key, as depicted in (3.10) to (3.14). ......... 78 

Figure 3.5 Ensemble approach of RF-PubKGs: The raw key outputs from each RF-PubKG are combined in 

stacked manner in (3.20). ........................................................................................................................ 86 

Figure 3.6 Key estimation accuracy of the RF-PubKG under AWGN channel conditions. The RF-PubKG 

achieves 97.2% at 20dB SNR, rising to 99.0% with improved channel conditions. ............................... 90 

Figure 3.7 Frame error rate of the RF-PubKG under AWGN channel conditions. The RF-PubKG achieves 

5.6% at 20dB SNR, 2.0% at 25dB SNR, and decreased to less than 1.0% in noise-free conditions. ...... 90 



 - 15 -  

Figure 3.8 Clustering results of estimated public keys, estimatek , from RF features with the public key set 

PubK : (a) Demonstrated centrality within the training dataset; (b) Consistency maintained within the 

testing dataset. The public key set accurately establishes cluster centers during training and preserves 

center integrity in testing. ........................................................................................................................ 91 

Figure 3.9 Correlation Matrix of the RF-PubKG. Public key correlations remain below 0.24, indicating the 

uniqueness of the generated public keys among RF transmitters. ........................................................... 92 

Figure 4.1 SFs-based application in the Digital Signal Processing domain. ................................................... 99 

Figure 4.2 Challenges in Network Usage of the RF Fingerprinting System ................................................. 100 

Figure 4.3 Proposed network system for public usage of the RF Fingerprinting .......................................... 102 

 

 



 - 16 -  

 Chapter 1. Introduction 

 Physical layer Authentication in IoT environment  

 

Figure 1.1 Physical layer authentication in Internet of Things (IoT) environment [11]. 

The Internet of Things (IoT) comprises an extensive network with interconnected 

devices, each requiring robust security protocols that enable safe and efficient 

communication. These devices are connected to application servers, which provide the 

necessary intelligence for their operations. Due to their huge volume of devices and 

distributed nature, the IoT environment demands an authentication process that is not only 

effective but also scalable and simple to implement. 

Figure 1.1 presents an example scenario of the device authentication process in an IoT 

environment. These characteristics are required for authentication in IoT environments.  
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 Connectivity and Scale: IoT environments characteristically consist of 

thousands of devices connected over air. This extensive connectivity 

necessitates a streamlined yet secure method of authentication. 

 Simplicity and Efficiency: The communication protocols used must be 

straightforward to accommodate the wide range of device capabilities and to 

facilitate easy deployment and maintenance. 

 Effective Authentication: Ensuring that each device is authenticated before 

it can interact with others or access the network is crucial for maintaining 

system integrity and security. 

 

Figure 1.2 User authentication approaches in Open System Interconnection (OSI) model. 

The conventional user authentication method in the Open System Interconnection 

(OSI) model is presented in figure 1.2. In IoT environment, these methods are commonly 

used for ensuring secure device authentication:  

 Encryption Key-Based Approaches: Typically used at the MAC layer, these 

methods rely on secure key management and may require complex 

cryptographic algorithms, making them suitable for environments where 

additional security layers are critical. 

 ID/PW Authentication: Traditional username and password 

authentication which operates at the application level. 

 IP/MAC PKC: Utilizing Public Key Cryptography (PKC) at the IP 

and MAC address levels to secure device communications. 
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 Physical Layer Authentication: This method has gained attention for its 

simplicity and effectiveness. It serves as a pre-authentication step, utilizing 

the unique characteristics of physical RF signals emitted by devices to verify 

their authenticity. 

 RF Fingerprinting: A approach that uses the unique RF signal 

characteristics of each device to identify and authenticate it, ensuring 

a secure connection at the physical layer. 

In conclusion, implementing robust authentication protocols in IoT environments is 

essential for securing the network against unauthorized access and ensuring the integrity of 

communications between devices. By employing a combination of traditional cryptographic 

methods and innovative solutions like RF Fingerprinting, IoT systems can achieve both 

security and efficiency. 

 Radio Frequency (RF) Fingerprinting  

1.2.1. Definition of RF Fingerprinting 

 

Figure 1.3 Way to utilize the RF Fingerprinting. 

Radio Frequency (RF) Fingerprinting is a sophisticated identification technique 

employed in the range of IoT security. It leverages the unique Signal Fingerprint (SF) 

inherent in the RF signals emitted by devices to pinpoint their distinct transmission sources. 

This method is crucial for authenticating devices at the physical layer, thereby enhancing 

network security. 
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One way to utlize the RF Fingerprinting is presented in Figure 1.3. RF Fingerprinting 

operates by analyzing specific features of the RF signal emitted by each device, such as the 

steady state signal and transient changes over time. These characteristics, unique to each 

device due to minor imperfections in hardware manufacturing, act as an unintentional 

signature. By extracting and comparing these features, RF Fingerprinting can accurately 

identify and authenticate legitimate devices while blocking signals from unauthenticated 

sources. The description of the double-checking mechanism based on RF Fingerprinting is 

as follows: 

 Step 1) Physical Layer Authentication: This initial step involves the direct 

analysis of the physical RF signal characteristics. The system captures and 

evaluates the signal's unique features to determine if the emitter is 

authenticated. 

 Step 2) MAC Layer Authentication: Following the physical layer check, the 

device undergoes authentication at the MAC layer using an encrypted user ID. 

This double-check mechanism ensures that only devices verified at both the 

hysical and MAC layers can access the network. 

RF Fingerprinting is an effective and innovative authentication technique that ensures 

the integrity and security of communications within IoT networks. By utilizing the unique 

signal characteristics of each device, it provides a reliable method for physical layer security 

that complements traditional encryption-based security measures. 

1.2.2. Signal Fingerprints (SFs) 

 

Figure 1.4 Example of Signal Fingerprints (SF). 
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Signal Fingerprints (SF) are numerical values derived from the RF signals emitted by 

devices, which uniquely identify each emitter's RF ID. These fingerprints arise due to 

inherent variances in the components and manufacturing process of the emitters. Even slight 

differences in power amplifiers (PA), frequency oscillators (FO), analog-to-digital 

converters (ADC), and other components can introduce unique characteristics in the signal's 

time domain that are challenging to duplicate or fabricate. The examples of the SFs in Figure 

1.4 can be defined as follows:  

 Temporal Variations[3, 16] : The fingerprints can be observed in the time 

domain from the rising transient (RT), falling transient (FT), and steady-state 

(SS) signal components. 

 Demodulation Characteristics[36] : On the demodulation domain, I/Q 

constellation errors introduce another layer of unique identifiers which are 

derived from the way signals are modulated and demodulated. 

 Spatial Characteristics[49] : Differences in the beam pattern of beacon 

signals also contribute to the uniqueness of the RF fingerprint. 

The unique nature of these fingerprints makes them non-replicable in hardware (H/W) 

configurations, ensuring a high level of security against duplication attempts. Recent 

advancements in GAN-based duplication methods in software (S/W) manners have been 

reported ([27], [29]), which attempt to replicate these fingerprints digitally, but physical layer 

characteristics remain robust against such attacks. 

SF are utilized for physical layer authentication in IoT and wireless communication 

systems, ensuring that only authenticated devices can access the network. The reliability of 

SF-based authentication is crucial for maintaining the integrity and security of 

communications within these networks. 

SF offer a robust mechanism for device identification and authentication in radio 

frequency environments. By exploiting the inherent and unalterable physical properties of 

emitted RF signals, this method provides a secure and effective way to guard against 

unauthorized access and ensure network security. 
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1.2.3. Related Works 

Table 1.1 Literatures of the RF Fingerprintings. 

Signal Fingerprints 
 

Feature Extraction 
RT 

SS 
FT Region Of Interest (ROI) 

Preamble Datagram 
Hand-craft features [14], [45], [50] [44], [33] [34], [40], [52]  

Time domain (raw) signal [51] [47] [21], [24], [42]  
Frequency domain signal [3], [46] [3]  [3] 
Time-Frequency domain 

signal [43]  [38], [41]  

Other approaches: 
- I/Q Connotation domain: [30], [48] 
- GAN approach: [37], [39] 
- Beam pattern approaches : [49] 

RF Fingerprinting has become a core technology in securing wireless communications 

by identifying devices based on inherent and unique characteristics of their emitted signals. 

Recent research has focused extensively on two key aspects: the derivation of SF and the 

methodologies for Feature Extraction from these fingerprints. Literature results are 

presented in Table 1.1. 

SFs are critical in the domain of RF Fingerprinting for their role in uniquely 

identifying device emissions. These fingerprints are derived from various aspects of the 

signal such as RT, SS, and FT phases. The primary methods for extracting these features can 

be broadly categorized into: 

 Hand-craft Features: Sophisticated features that require in-depth 

understanding of signal properties, typically calculated manually or with 

minimal automation. 

 Machine Learning Techniques: Utilizing deep learning classifiers to 

automate feature extraction and improve identification accuracy. 

Literature has shown a diversity in approach, focusing on temporal, frequency, and 

time-frequency domains to derive these features, as evidenced by references such as 

[14][45][50] for hand-crafted features, [51] for time-domain signals, and [3][46] for 

frequency-domain signals. 
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Feature Extraction in RF Fingerprinting can be segmented based on the signal 

characteristics: 

 Transient Signal Approach: Focuses on features from signal transients 

including amplitude, phase, and frequency variations. Common extraction 

techniques include Principal Component Analysis (PCA) and statistical 

feature extraction such as mean and variance ([3, 12-19], [14, 15]). 

 Steady State Signal Approach: These approaches concentrate on sustained 

signal parts or the decay phase of signals, respectively, with methodologies 

ranging from Differential Constellation Trace to entropy and energy-based 

features ([29], [34], [35]). 

 Advanced Categorizations: Incorporating methods such as log spectral 

energy features, Mutual Information for frequency, and Maximum Cross 

Correlation results to refine the extraction process ([25, 26], [31], [32]). 

The literature categorizes and references a vast array of methods and signal aspects, 

illustrating the depth and breadth of the field. For instance, transient signals are explored 

through various facets, from basic amplitude and phase trajectories to complex wavelet 

transform coefficients and Fourier Transform-based techniques ([15], [17]). Steady state 

signals benefit from advanced data information methods like the I/Q constellation trace 

figure features and matched filter coefficients ([30], [33]). 

Moreover, FT signals, a less commonly studied feature, have seen methodologies 

developed around their unique properties, such as frequency offset features and constellation 

tract figure features ([3], [30]). 

The field of RF Fingerprinting is evolving, with a rich literature base exploring various 

feature extraction techniques across different signal domains. The continuous development 

in statistical and machine learning approaches is particularly promising, offering paths to 

more robust and automated systems that can enhance security measures in wireless networks. 
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1.2.4. Custom Data Acquisition (DA) System 

 

Figure 1.5 Custom-made data acquisition (DA) system. 

To effectively capture and analyze RF signals in our research, we developed a custom-

made Data Acquisition (DA) system. Architecture of DA system is presented in Figire 1.5. 

This system is engineered to handle high-speed data capture and processing, enabling us to 

analyze RF signals in real-time. 

The DA system consists of several key components: 

 High-Speed Digitizer: The core of our DA system is the PXI14400 digitizer, 

which supports sampling rates up to 400 MHz with a 14-bit resolution. This 

high-speed digitizer is crucial for capturing RF signals with high fidelity. 

 Storage System: We employed a RAID-0 configuration with six Solid State 

Drives (SSDs) to ensure fast data writing speeds of up to 1.6 GB/s. This setup 

allows for the real-time streaming and storage of large amounts of data. 

 Software for Data Processing: Data processing is conducted using 

MATLAB and DSP techniques implemented in software. These processes 

include the decoding and extraction of RF features from the raw dataset. 

The RF signal capture process begins with the transmission of the RF signal from RF 

emitters. The signal is then received and down-converted to an Intermediate Frequency (IF) 

using a combination of the Nagoya NL-R2 UHF antenna, an RF mixer, and the E4438C ESG 

vector signal generator. The down-converted IF signal is sampled by the PXI14400 digitizer. 
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Following this, Digital Signal Processing (DSP) techniques are applied to extract the 

RF burst from the IF signal. We utilized an energy detection approach, as described in 

reference [2], to detect these RF bursts. The signal is then further processed to down-convert 

it to the baseband with a decimation factor, forming the baseband RF burst dataset used for 

feature extraction. 

This custom DA system provides a robust platform for capturing and analyzing RF 

signals, supporting advanced research in RF Fingerprinting and other wireless 

communication technologies. The integration of high-speed digitization with real-time data 

processing capabilities allows for effective handling and analysis of RF data, critical for 

developing new security protocols and understanding RF signal behaviors. 

1.2.5. RF Fingerprinting Usage Examples 

 

Figure 1.6 Example of tracking an un-authenticated user. 

RF Fingerprinting is a powerful technology that can significantly enhance the security 

and management of wireless communications in public spaces. By identifying unique 

transmission sources, RF Fingerprinting supports both the authentication of legitimate 

devices and the tracking of unauthorized emitters. Example of tracking scenario is presented 

in Figure 1.6.  

RF Fingerprinting utilizes distinct characteristics inherent in the RF signals emitted 

by each device to determine its identity. This unique identification process is crucial in 
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environments where secure communication is paramount, such as in IoT networks spanning 

public infrastructures. 

 Secured Communication for Authenticated Users: In IoT environments, 

ensuring that communication happens between authenticated devices is 

essential. RF Fingerprinting aids this process by providing a reliable means 

to verify if communication originates from a legitimate source. This not only 

helps in maintaining data integrity but also protects the network from 

potential cyber threats. 

 Tracking and Locating Unauthorized Emitters: Unauthenticated devices 

can pose significant security risks. RF Fingerprinting enables network 

administrators to detect and locate unauthorized emitters. Once an 

unauthenticated signal source is identified, it can be isolated, and appropriate 

security measures can be enacted to prevent any malicious activities or 

breaches. 

RF Fingerprinting offers a robust solution for enhancing security in wireless networks. 

By enabling precise identification and tracking of RF emitters, this technology plays a 

crucial role in securing IoT environments and other public communication networks. The 

ability to differentiate between authenticated and unauthenticated signals ensures that only 

trusted devices participate in the network, maintaining overall system integrity and security. 

 Contributions and Outline of this Dissertation 

This dissertation delves into the application of RF Fingerprinting within IoT 

environments, addressing both theoretical and practical implications. The primary 

contributions are: 

 Development of an RF Fingerprinting System: Proposing an RF 

Fingerprinting framework working at the identification of Frequency 

Hopping (FH) signals, ensuring high-security standards and system integrity. 
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 Abnormal/Outlier Detection Algorithm: Introducing an advanced 

algorithm for detecting anomalies in RF signals. This algorithm is designed 

for scalability and integrates incremental learning techniques, enhancing 

adaptability in dynamic environments. 

 Integration of RF Fingerprinting with Public Key Infrastructure: By 

merging RF Fingerprinting techniques with public key-based cryptography, 

the dissertation proposes novel SF-based digital signature algorithms that do 

not rely on traditional PKI systems. 

These contributions are supported by extensive research and are detailed further in the 

following subsequent chapters. Chapter 2 delves into the classification of RF Fingerprinting 

for identifying FH emitters, detailing problem formulations, proposed methods for emitter 

identification, and various RF Fingerprinting techniques, including feature extraction and 

classification algorithms. Chapter 3 shifts focus to cryptographic applications of RF 

Fingerprinting, proposing a new RF-based Public Key Generator (RF-PubKG) and 

discussing its implementation and providing a detailed examination of the experimental 

setups and results. This includes evaluations of RF Fingerprinting models and an ensemble 

approach for enhancing the system's robustness. Chapter 4 discusses the challenges for 

public operation of the RF Fingerprinting system, and proposing future research directions 

to overcome these challenges. Finally, Chapter 5 concludes the dissertation, summarizing 

the key findings and suggesting future research directions. The dissertation also includes a 

comprehensive bibliography, a curriculum vitae, and acknowledgements, detailing the 

academic contributions and the collaborative efforts behind the research. 

Several key publications have emerged from this research, contributing significantly 

to the field of RF Fingerprinting: 

 [1] Jusung Kang et al., "Radio Frequency Public Key Generator for Digital 

Application," IEEE Access, 2023. 

 [2] Jusung Kang et al., "Radio Frequency Fingerprinting for Frequency 

Hopping Emitter Identification," Applied Sciences, 2021. 
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 [3] Kiwon Yang et al., "Multimodal Sparse Representation-Based 

Classification Scheme for RF Fingerprinting," IEEE Communications Letters, 

2019. 

 Additional references [4]-[10] detail various aspects and applications of RF 

Fingerprinting explored throughout this dissertation. 

These publications underscore the dissertation's impact and its foundational role in 

advancing RF Fingerprinting technologies. 
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 Chapter 2. [Classification] RF Fingerprinting for 

FH Emitter Identification  

The studies in this chapter have been published in Applied Sciences [2].  

 Motivations  

In a frequency hopping spread spectrum (FHSS) network, the hopping pattern plays 

an important role in user authentication at the physical layer. However, recently, it has been 

possible to trace the hopping pattern through a blind estimation method for FH signals. If 

the hopping pattern can be reproduced, the attacker can imitate the FH signal and send the 

fake data to the FHSS system. To prevent this situation, a non-replicable authentication 

system that targets the physical layer of an FHSS network is required. In this study, a radio 

frequency fingerprinting-based emitter identification method targeting FH signals was 

proposed. A SF was extracted and transformed into a spectrogram representing the time-

frequency behavior of the SF. This spectrogram was trained on a deep inception network-

based classifier, and an ensemble approach utilizing the multimodality of the SFs was 

applied. A detection algorithm was applied to the output vectors of the ensemble classifier 

for attacker detection. The results showed that the SF spectrogram can be effectively utilized 

to identify the emitter with 97% accuracy, and the output vectors of the classifier can be 

effectively utilized to detect the attacker with an area under the receiver operating 

characteristic curve of 0.99. 

 Introduction 

The most important task in user authentication of a wireless communication system is 

to identify the emitter information of RF signals. A common way to confirm the emitter 
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information, that is, the emitter ID, is to decode the address field of the medium access 

control (MAC) frame [53]. However, under this digitized information-based authentication 

process on a MAC layer, an attacker can possess the address information and imitate it as an 

authenticated user. To prevent this weakness, a physical layer authentication process, namely 

RF Fingerprinting, has been studied in recent years [54]. 

RF Fingerprinting is an identification technique that utilizes a SF to identify the unique 

emitter source of an RF signal. In the manufacturing of RF components inside an emitter, 

process tolerance is inevitable. These tolerances affect subtle differences in the features of 

the emitted RF signal. Because these process tolerances are not reproducible, an SF can act 

as the fingerprint of an emitter. It can also be utilized as a non-replicable authentication key 

to identify the authenticated user [55]. 

RF Fingerprinting can be used to distinguish SFs in RF signals [3, 14, 21, 33, 38]. A 

conventional approach is to design a handcrafted feature from the SFs based on domain 

knowledge. In [14], the statistical moment and entropy were calculated from spectrograms 

of the transient signal to identify Bluetooth devices. In [33], statistical moments were 

calculated from preamble signals to identify Bluetooth devices. In [3], the principle 

components of the transient and steady state signals using sparse representation were 

proposed to identify Walkie-Talkies. A recent approach is to train SFs directly using a deep 

learning-based classifier. In [21], the signal difference between the received signal and the 

ideally encoded signal was calculated as the SF. It was trained using a one-dimensional 

convolutional neural network (CNN)-based ensemble classifier to identify ZigBee devices. 

In [38], the Hilbert spectrogram of the SF was utilized to train a residual-based classifier. 

The FHSS is a highly secure communication protocol frequently used in secure 

communication systems [56]. With an FHSS system, the FH signal rapidly hops from one 

frequency to another in a predefined pseudo-random fashion. This hopping pattern is known 

only to the transmitter–receiver pair. Thus, an attacker who does not possess the hopping 

pattern cannot pretend to be an authenticated user. In this case, the hopping pattern is a key 

for the authentication process on the physical layer of the FHSS network. 

However, in recent days, attackers may have possessed the predefined hopping 
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patterns. Especially for the FHSS network in the industry–science–medical (ISM) band as 

the hopping sequence is described in the IEEE 802.11 standard [57]. Scholars have also 

estimated the hopping pattern as a blind estimation condition [58–60]. In [58], the hopping 

sequence was extracted from the USRP device, and an attack model based on the extracted 

hopping sequence was discussed. In [59], a real time hopping frequency tracking model 

based on the autoregressive moving average was proposed. In [60], the FH signals were 

sorted based on the power and hopping time information. From these studies, hopping 

patterns are expected to be traceable today and reproduced in the future. 

Recently, a frequency hopping network based on non-orthogonal multiple access 

(NOMA) was proposed [61]. In the NOMA system, the probability that the attacker 

intercepts the FH signal can be reduced through the two stage relay communication [62], the 

additive artificial noise method [63], and the optimization of the power allocation for the 

beamforming scheme [64]. However, this antiinterception capability is closely related to the 

outage probability of the NOMA users, closely related to the signal power. This means that 

if the attacker is closely located to the near user side with a high SNR value, the attacker can 

intercept the FH signal and trace the hopping pattern. 

Once a hopping pattern is reproducible, an attacker can generate FH signals similar to 

those of the authenticated user. The two hopping patterns become undiscernible and the 

attacker can pretend to be the user. In this case, the received signal can be demodulated to 

proceed to the MAC layer inspection step. The MAC layer authentication system should 

discern the attacker unless even the digital key is exposed to the attacker. That is, if the 

attacker knew the digital key of the network system, the attacker would be able to pretend to 

be the authenticated user, which is the case in deceptive jamming attacks [65] or man-in-the-

middle attacks [66]. These attacks are not easily detectable and can flood fake data to mislead 

the network system [65]. To prevent such attacks, a non-replicable authentication system 

that can detect an attacker who even knows the digital key is required. 

This study aims to propose an enhanced solution to the physical layer authentication 

problem in the case in which the attacker can reproduce the hopping pattern. The scenario 

of the problem is shown in Figure 2.1. It is assumed that the user, attacker, and receiver exist 

in the FHSS network. The goal of the attacker is to deceive the receiver by emitting the 
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imitated FH signal based on the replicated hopping pattern. The primary goal of the receiver 

is to decide if the signal received came from the user or from the attacker. 

The novel receiver algorithm we propose in this study is an RF Fingerprinting-based 

emitter identification (RFEI) method that targets the physical layer of the FHSS network. By 

examining the emitter ID on the received FH signal, the receiver can decide if the current 

FH signal is emitting from one of the allowed users. If the emitter ID of the current FH signal 

is not included in the set of authenticated user IDs, the receiver can reject the current FH 

signal before it is passed to the MAC layer. The RFEI method can achieve system 

enhancement by being applied to the user authentication process. As the key of the RFEI 

method, that is, the SF, is generated by the process tolerances during the manufacturing 

process, the attacker cannot reproduce it. By detecting these attackers based on the SFs, non-

replicable authentication systems can be achieved wherein the receiver can reject FH signals 

even if an attacker knows the hopping pattern and the digital key. 

 

Figure 2.1 Non-replicable authentication scenario based on the RFEI method. 

The RFEI method consists of four steps: SF extraction (SFE, Chapter 2.4.1), time–

frequency feature extraction (TFFE, Chapter 2.4.2), user emitter classification (UEC, 

Chapter 2.4.3 to 2.4.5), and attacker emitter detection (AED, Chapter 2.4.6). As a 

preprocessing step, the target hop signal is down-converted to the baseband based on the 

hopping pattern known to the receiver. The baseband hop signal is passed to the SFE step to 

extract the analog SFs, i.e., RT, SS, and FT signals are extracted. The SF is provided to the 
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TFFE step to transform the SF into the time–frequency domain, i.e., the spectrogram. The 

spectrogram is provided to the UEC stage to train and test the spectrogram on a custom deep 

inception network (DIN)-based classifier. In addition, the ensemble approach is applied to 

exploit the multimodality of the analog SFs. Finally, the classifier output vector is provided 

to the AED step in which a detection algorithm is applied to detect the FH signal of the 

attacker. The novelties of this study are that (1) RF Fingerprinting methods were evaluated 

targeting for FH signals, (2) the ensemble approach was applied to utilize the multimodality 

of SFs, and (3) the RFEI framework was employed to identify users and detect attackers 

simultaneously. 

The RFEI algorithm was evaluated on a few SFs and ensemble-based approaches. The 

algorithm compares to well designed baselines inspired by recent approaches described in 

the RF Fingerprinting literature [14, 21, 33, 38]. The experiments were performed using an 

actual FH dataset to evaluate the reliability of the algorithm. The results confirm that the 

proposed DIN classifier could improve the emitter ID identification accuracy by more than 

1% compared to the baseline (Chapter 2.7.1). In addition, the multimode SF ensemble 

approach proved to be the most effective, achieving the best results with 97.0% identification 

accuracy for the seven FHSS emitters (Chapter 2.7.2). Regarding the detection performance, 

the classifier output vector of the outliers exhibited a much lower value than those of the 

training sample. By utilizing these differences, the detector based on the DIN-based 

ensemble classifier can improve the area under the receiver operating characteristic curve 

(AUROC) from 0.97 to 0.99 compared to the baseline. This result indicates that the classifier 

output vectors can effectively be used to detect the attacker signal input (Chapter 2.7.4). 

The remainder of this study is organized as follows. The problem formulation is 

presented in Chapter 2.3. The details of the RFEI method are described in Chapter 2.4, and 

the baseline algorithms are explained in Chapter 2.5. The results, a discussion, and other 

details of the experiments are described in Chapter 2.6 and 2.7. The conclusion is presented 

in Chapter 2.8. 
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 Problem Formulation  

2.3.1. Frequency Hopping (FH) Signals of Frequency Hopping Spread Spectrum 

(FHSS) Network  

In this study, we consider an FHSS network in which K  FH signals are observed in 

a single receiver. To consider the ability of attackers to imitate FH signals similar to those of 

an authenticated user, we assume that the h th hopping times of the k th FH signals k
ht  

have the same value, that is, the FH signals hop simultaneously. An example of an FHSS 

network with the two different FH signals is presented in Figure 2.2. 

 

Figure 2.2 FH signals in two FHSS networks 

A single FH signal is defined as follows 

 ( ) ( ) ( )( )2 k kj f t t tk kx t a e π ϕ+
=   (2.1) 

where ( )kx t  is the FH signal emitted by the th emitter, ka  is the amplitude and is the 

hopping frequency of the k  th FH signal ( )kx t  , and ( )k tϕ   is the phase difference 

modulated by the k th message signal ( )km t . When the message signal is modulated with 

frequency modulation (FM), the phase difference is defined as follows 
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 ( ) ( )
t

k kt m dϕ α α
−∞

= ∫  (2.2) 

From Equation (2.1), all the K   FH signals simultaneously observed by a single 

receiver can be defined as follows 

 ( ) ( ) ( )
1

K
k

k
y t x t n t

=

= +∑  (2.3) 

where ( )y t   is the observed RF signal and ( )n t   is the additive white Gaussian noise 

(AWGN) present in the channel environment. 

The FH signal is observed during the observation time T . During this time, a total of 

H  hops are observed. Within a single hop duration of the h th hop signal, 1h ht t t +≤ < , the 

hopping frequency ( )kf t  is held constant at k
hf , denoting the h th hopping frequency of 

the k th FH signal. Thus, Eqs (2.1) and (2.3) can, respectively, be reformulated as follows 

 ( ) ( )( )2 k k
h hj f t tk

hx t Ae π ϕ+
= , for 1h ht t t +≤ <  (2.4) 

 ( ) ( ) ( )
1

K
k

h h
k

y t x t n t
=

= +∑ , for 1h ht t t +≤ <  (2.5) 

where ( )k
hx t  is the h th hop signal of the k th FH signal and ( )hy t  is the observed RF 

signal during the h th hop duration, 1h ht t t +≤ < , where a total of K  hop signals exist. 

2.3.2. User Authentication in FHSS Networks  

In an FHSS network, the core process for user authentication can be performed in two 

steps: (1) determining whether or not the appropriate hopping frequency is measured, and 

(2) determining whether or not the header information of the MAC frame is correct. 
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Because we assume that the attacker can reproduce the predefined hopping pattern

1 2, ,...,k k k k
Hf f f =  f  , the imitated FH signal will display the same hopping frequency 

pattern. The imitated FH signal will be demodulated and passed through the MAC layer, that 

is, Step 1 is disabled. The process of inspecting the address field in the MAC header remains. 

However, because this address information has been digitized, the attacker can possess and 

imitate this address field. If an attacker sends an address field similar to an authenticated 

emitter, there is no way to detect and prevent it. Therefore, the emitter identification process 

based only on header information of the MAC frame is not sufficient to reject the imitated 

FH signal. 

2.3.3. Emitter Identification based User Authentication in FHSS Networks  

We propose a non-replicable authentication system that operates on the physical layer 

of the FHSS network presented in Figure 2.3 and Table 2.1 (i.e. Algorithm 1). By adding the 

emitter identification framework within the authentication process, we can achieve an 

enhanced physical layer authentication system for the FHSS network by verifying (1) 

whether or not the appropriate hopping frequency is measured, (2) whether the emitter ID of 

the current FH signal is an authenticated user or attacker, and (3) whether or not the header 

information of the MAC frame is correct. 

In this study, our target was to evaluate the RFEI framework for the FH signals 

corresponding to Step 2 of Algorithm 1. We intended to develop an algorithm to estimate the 

emitter ID from the baseband FH signal such that 

 ( ) ( )2 k
hj tk

hs t Ae πϕ= , for 1h ht t t +≤ <  (2.6) 

 ( )( )F k
RFEI hk s t=  (2.7) 

where ( )k
hs t  is the baseband hop signal down-converted from the hop signal ( )k

hx t  and 

k  is the emitter ID estimated from the RFEI algorithm FRFEI . 

As the receiver knows the hopping frequency, k
hf , the target hop signal, ( )k

hx t  can 
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be extracted from the observed FH signal, ( )hy t . This approach is reasonable as the FH 

signal must be demodulated to an IF or baseband and passed to the MAC layer to decode the 

digital data modulated by the message signal, ( )km t  . The SFs are non-replicable 

differences dependent on the manufacturing process of the emitter. Therefore, the SFs are 

independent of the hopping frequency and should be in the baseband of the hop signal, 

( )k
hs t . 

 

Figure 2.3 Block diagram of the RFEI-based non-replicable authentication system. 

Table 2.1 Non-replicable authentication system for the physical layer of the FHSS network. 

Algorithm 1. Non-replicable authentication system for the physical layer of the FHSS network. 

Input: The observed RF signal ( )y t  

For each hop duration, 1h ht t t +≤ < do: 

Step1: Extract and down-convert the target hop signal ( )k
hx t  to the baseband hop signal 

( )k
hs t  from the observed signal ( )hy t  based on a predefined hopping pattern k

hf . 

If RFEI is activated do: 
Step 2-1: Estimate the emitter ID based on the RFEI algorithm on (2.7) 

Step 2-2: Pass the hop signal ( )k
hx t  when the emitter ID k  is an authenticated emitter ID. 

Step 2-3: Reject the hop signal ( )k
hx t  when the emitter ID k  is an attacker’s emitter ID. 

Step 3: Send all passed baseband hop signals ( )k
hs t  to the next step, i.e., the MAC frame in-

spection. 

Output: The authenticated baseband signal ( )kx t . 

 



 - 37 -  

 Proposed RF Fingerprinting-based Emitter Identification (RFEI) 

method  

The RFEI algorithm is implemented as follows. 

 SF extraction: An SF is an RF signal that contains feature information for 

emitter ID identification. It can be any signal involved in the demodulation 

process for communication. However, the SF used in this study focused on 

analog SF, i.e., RT, SS, and FT signals. 

 Time–frequency feature extraction: A feature is a set of values containing 

physical measurements that can ensure robust classification. Any feature 

having a physical meaning can be applied from statistical moments to a raw 

preamble signal. In this study, a spectrogram of the SF was considered. 

 User emitter classification: Classification is a decision process in which an 

emitter ID can be estimated from an input feature. A classifier was trained and 

tested on a large set of extracted features. Subsequently, the emitter ID was 

estimated from the classifier output vector. In this study, we consider a 

discriminative classifier model from a support vector machine (SVM) to a 

DIN-based ensemble classifier. 

 Attacker emitter detection: This detection process enables the classifier to 

search whether the input feature has been trained for the classifier. The 

difference between the classifier output characteristics of the trained and 

outlier samples can be utilized. In this study, a simple but effective threshold 

based approach was applied. 

The RFEI method can be formulated as a classification problem using the following 

expression 

 ( )FRFEI=y s  (2.8) 
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where ( ) ( ) ( ) 1, 2 ,..., N
s s ss T s T s NT ×= ∈  s 

  is a baseband hop signal sampled by the 

sampling period sT . The vector representation of the signal is now used in this study for 

convenience. Further, N  is the length of a complex valued baseband hop signal, FRFEI  is 

a mapping function from the signal space to the ID space referencing the RFEI algorithm, 

and 1C×∈y   is the output vector of the algorithm containing the emitter ID information, 

where C  is the number of emitters trained on the algorithm. 

2.4.1. Signal Fingerprint Extraction  

The SF can be defined as any subtle differences in the demodulation and decoding of 

the FH signal, which can uniquely identify the emitter ID. However, in this study, our 

objective was to identify the emitter ID before passing through the MAC layer. Thus, we 

targeted the analog SF that could pass the physical layer in the form of RT, SS, and FT signals. 

We represent them by 

 ( )gSF SF=s s  (2.9) 

where gSF  is the extraction function of the SF, and 1SFN
SF

×∈s   is the SF selected from a 

set of possible lists, that is, { }, ,SF RT SS FT∈ . Here, SFN  is the length of the SFs. 

Based on the definition of the SF signal in [3], the RT signal is defined as an increasing 

RF signal that increases from the noise level to the designed level. The SS signal is defined 

as a region of the RF signal that contains a modulated signal with a designed energy level, 

and the FT signal is defined as an inverse case of the RT signal, decreasing the RF signal 

from the designed energy level to the noise level. 

For accurate extraction, the extraction procedure is structured based on the energy 

variation of the SFs. For the windowed vector ( ) ( )1 2 : 1 2n E Es i n W i n W= + − × + + ×  s  

with the extraction window size EW  and its 2L  norm energy nE , the detection rule for 

the transient signals can be expressed as follows 
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 (2.10) 

where δ is the threshold value for detecting the energy variance and RTT  and FTT  are the 

detected time indices for the RT and FT signals, respectively. 

A sliding window method is applied to monitor the energy variation of the incoming 

signal, which is then used to detect the RT and FT signals. The RT signal is detected as a 

signal in which the 2L -norm energy of the window is increased by 10% or more. The FT 

signal is defined as a decreasing case. After detecting the RT and FT signals, the SS signal 

can be defined as the signal between the RT and FT signals using the following definitions: 
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 (2.11) 

The extraction results for the SFs are presented in Figure 2.4. 

 

Figure 2.4 Examples of the SFs: (a) RT, (b) SS, and (c) FT signals. 

2.4.2. Time–Frequency Feature Extraction  

The next step is to design a feature from the SF. The purpose of this step is to transform 

the SF domain into a specific feature domain in which the physical measurements between 

different emitters could be well distinguished. In conventional approaches [3, 14, 33], the 
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designed handcrafted features are calculated from signal characteristics of the SFs. In this 

case, the goal is to obtain a feature domain that can ensure robust classification results. 

However, in more recent approaches [21, 38], the purpose of this step is slightly modified. 

The SFs are transformed into domains that can express the signal characteristics of the SFs, 

and the identification of a feature domain that can ensure robust classification is entrusted to 

the classification step based on a deep learning-based classifier. The relevant procedure is 

expressed as follows 

 ( )qFeature SF SF=s s  (2.12) 

where qSF   is the transform function for the designed feature domain, 
f t

SFSFN N
Feature

×∈s   , 

where f
SFN  and t

SFN  are the sizes of the frequency and time indices, respectively, of the 

spectrogram transformed from the SF. 

In this study, the time–frequency distribution of the FH signals, that is, the 

spectrogram, was analyzed. The spectrogram is a well-known time–frequency analysis 

method used to visualize the variation of the frequency components calculated from 

nonstationary signals [67]. The feature design strategy used in this study requires analysis of 

the power density behavior of the SFs in the time–frequency domain. The key idea of the 

FHSS system is that the carrier frequency of the FH signal hops within a predefined 

frequency range. Therefore, the signal characteristics must be implied in the distribution of 

the time–frequency domains. 

A discrete-time short-time Fourier transform (STFT) is applied to compute the 

spectrogram of the SFs. With the sliding window [ ]w n  with a size of STFTW , the STFT of 

the SFs can be calculated as follows 

 [ ] [ ] [ ] 2,
SF

SF
SF

N
j pm

SF
n N

m p s n w n m e π−

=−

= −∑sSTFT  (2.13) 

where 1,2,..., t
SFm K=  is the time sampling point along the time axis and 1,2,..., f

SFp K=  
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is the frequency sampling point along the frequency axis. We set SFN  as a sufficiently large 

value. 

Next, the power density behavior of the spectrogram can be represented as the 

magnitude squared of the STFT such that 

 { } [ ] 2
,

SFSF m p= ss STFTspectrogram  (2.14) 

The spectrogram results are presented in Figure 2.5. 

 

Figure 2.5 Examples of the spectrograms: (a) RT, (b) SS, and (c) FT signals. 

2.4.3. User Emitter Classification  

The third step is to identify the emitter ID from the designed feature. The goal is to 

design a classification algorithm that can learn spectrograms for robust classification results. 

Owing to recent research in the field of deep learning, deep neural networks are well known 

for their abilities to extract spatial or temporal features with nonlinear computational 

capabilities [68]. Thus, we aimed to construct a deep learning-based classifier to train the 

spectrogram of the SFs. The classification process can be obtained using 

 ( )fClassifier Feature=y s  (2.15) 

where fClassifier  is the deep learning-based classification algorithm, and the output vector y  

implies the emitter ID information k . 
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2.4.4. Base Classifier: Deep Inception Network Classifier  

There are two main blocks to construct the custom deep learning-based classifier: a 

residual block [69] and an inception block [70]. The residual block is designed to enable 

flexible training as the depth of the network increases. In the case of the inception block, the 

main purpose is to filter out input features with different receptive field sizes.  

 

Figure 2.6 Basic block for constructing the deep learning classifier used in this study: (a) the 

residual block [69] and (b) the inception block [70]. 

The custom deep learning-based classifier utilized in our study consists of two main 

blocks: a residual block [69] and an inception block [70]. The architecture of these blocks is 

shown in Figure 2.6. 

The design strategy of the residual block is to handle the degradation problem as the 

network goes deeper [69]. The residual block contains skip connections between adjacent 

convolutional layers and helps mitigate the vanishing gradient problem. The goal of the 

residual network is to allow flexible training of the features as the network depth increases. 

The design strategy of the inception block involves calculating features with different 

filter sizes in the same layer [70]. The inception block contains parallel convolutional layers 

with different filter sizes. The results for each layer are concatenated in the filter axis and 

pass through the next layer. These parallel connections can extract features with multiple 

receptive field sizes, which are useful when the features vary in location and size. 
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The spectrogram contains the physical measurements of the SF signals. It represents 

the power densities of the SF signals along the time–frequency axes. To train these two-

dimensional density behaviors of the SF signals, we aimed to filter the spectrogram on 

multiple filter scales in the temporal and spatial domains by applying inception blocks. 

The spectrogram consists of physical measurements calculated from the SF signals. It 

represents the power densities of the SFs along the time–frequency axes. Thus, the subtle 

differences exhibited by the SFs can be anywhere on the time–frequency axes of the 

spectrogram, and the size of the features can be varied. To train these SFs, we aimed to filter 

the spectrogram on multiple scales in the temporal and spatial domains by applying inception 

blocks to construct a custom deep learning classifier. 

We utilized the inception-A and reduction-A blocks to construct the base classifier: 

the DIN classifier. The inception-A and reduction-A blocks are the basic blocks for 

constructing the Inception-v4 models [71]. The role of the inception-A block is to filter the 

input features with multiple receptive field sizes and concatenate them as the filter axis, 

thereby expanding its dimensions. The role of the reduction-A block is to downsize the 

feature map on the grid side, that is, the time–frequency axes of the spectrogram. It can 

effectively manage the number of weights inside the classifier, similar to the pooling layer. 

We adopted the inception-A and reduction-A blocks, as shown in Figure 2.7. The 

structures of the blocks are the same as defined in [71]. However, the filter sizes FN  of the 

sublayers were set to 32 and 64, adjusted by the experiments. Batch normalization [72] and 

rectified linear unit activation units were applied immediately after every convolutional layer. 

The inception-A block was applied twice to expand the filter axis, and the reduction-A block 

was applied once to resize the feature map on the grid axis. We applied these block sequences 

twice, adjusted by heuristic experiments. The total structure of the DIN classifier is provided 

in Table 2.2. 
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Figure 2.7 Examples of the spectrograms: (a) RT, (b) SS, and (c) FT signals. 

Table 2.2 Structure of the base classifier: the DIN classifier. 

Type Filter Size/Stride/Padding 
Output Shape  

(for the SS Input) 

Input signal - 205 × 340 × 1 
Conv_1 3 × 3/2/0 102 × 169 × 32 
Conv_2 3 × 3/1/0 100 × 167 × 32 
Conv_3 3 × 3/1/1 100 × 167 × 32 

Max. pool 3 × 3/2/0 49 × 83 × 32 

2 × inception Inception-A [ 32FN = ]  49 × 83 × 128 

1 × reduction Reduction-A [ 32FN = ] 24 × 41 × 192 

2 × inception Inception-A [ 64FN = ] 24 × 41 × 256 

1 × reduction Reduction-A [ 64FN = ] 20 × 11 × 384 

Avg. pool Adaptive avg. pooling 1 × 1 × 384 
Linear Logits 1 × 1 × 7 

Finally, we obtained the deep learning classification framework, as in Equation (2.15). 

From the M   training samples in [ ]1 2, ,..., M=S s s s   and output samples 

[ ]1 2, ,..., M=Y y y y  , the cross-entropy loss, was applied such that loss function can be 

expressed as follows 

 ( ) [ ]( )1 1
loss 1/ log / e i ji kM C cc

i j
M e   

= =
= − ∑ ∑ yy  (2.16) 
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where kc   is the true label of sample iy   with the k  th emitter ID, [ ]i jcy   is the j  th 

element of output sample iy . Based on the cross-entropy losses, the Adam optimizer [73] 

is utilized to update the weights of our DIN classifier. 

After finishing the training of the DIN classifier, the emitter ID of input sample iy  

can be estimated as follows 
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where ( ),;l i SFp c s  is the probability that the emitter ID of the input sample is lc , which can 

be defined as the softmax output of sample iy . In this probability, the estimated emitter ID 

k  is defined as the maximum probability that input samples will be included in a particular 

emitter ID jc  (see the Equation (2.18)). 

2.4.5. Ensemble Approach for Multimodal Signal Fingerprints  

The ensemble approach is a well-known method that ensures better generalization 

performance of classification models [74]. It combines the results of multiple base classifiers 

trained on the same training dataset and makes a final decision based on these results. 

Stacking is a combined method that uses the final model to combine the outputs of the base 

model [74]. It is useful when multimodal features are present in applications such as video 

signal processing where audio, video, and text segments exist simultaneously [75]. It was 

reported that multiple SFs, that is, the RT, SS, and FT signals, can be considered as 

multimodal features for an accurate RF Fingerprinting model [3]. To utilize the 

multimodality features of the SFs, we adapted the stacking ensemble approach to the DIN 
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model as presented in Figure 2.8. The SFs SFs   were extracted from hop signal s   in 

Equation (2.10). These SFs can act as independent features for emitter identification. Thus, 

each of the SFs, i.e., RT, SS, and FT, is assumed to be independent of the others. For the 

ensemble approach, the probability that the emitter ID is lc  can be defined as follows 

 ( ) ( )
{ , , }

; ;l j SF
SF RT SS FT

p c p c
∈

= ∏s s  (2.19) 

According to the DIN classifier trained on the RT, FT, and SS signals presented in 

Chapter 2.4.4, the final decision was performed by a linear combination of each base 

classifier (i.e., DIN classifier) such that 
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 (2.20) 

 

Figure 2.8 Stacking ensemble approach for the multimodal SF signals. 
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2.4.6. Attacker Emitter Detection  

The last step of the RFEI method is an outlier detection step implemented to detect 

the imitated FH signal. An outlier is a sample included in specific emitter IDs that is not 

considered during training. In this study, the imitated FH signal was the outlier. This step is 

aimed at detecting the differences in the classifier output characteristics between the outputs 

of the classifier when the trained and outlier samples are input. This objective can be 

achieved by comparing the classifier outputs [76–78], exposing the outliers during the 

training step to magnify the differences between the trained and outlier samples [79,80], and 

analyzing the likelihood of the inputs from a generative adversarial network [81,82]. 

The proposed outlier detection scheme is presented in Figure 2.9. We considered the 

outlier detection framework proposed in [77]. Temperature scaling [83] and the opposite 

application of an adversarial attack [84] have been reported to be effective in detecting 

outlier samples. After preprocessing the input sample, outliers can be detected when the 

maximum probability of the output vector is lower than the threshold. The key idea of this 

approach is that the output vector of the outlier represents a much smaller value than the 

output vector of the trained sample. 

 

Figure 2.9 Attacker detection scheme based on stacking ensemble approach. 
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Utilizing this approach, we constructed the outlier detector to alert the signal input 

when the imitated FH signal was input by performing two steps: (1) calibration of the output 

vector of the classifier by a temporal scaling factor, sT , and (2) comparison of the maximum 

probability of the output vector to the outlier detection threshold, λ . In this study, opposite 

application of the adversarial attack was not performed because a small perturbation of the 

input sample may affect the SFs, defined as subtle differences in the FH signal. 

Mathematically, the temporal scaling process was applied to Equation (2.17) such that 
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In the case of the ensemble approach, the probability in Equation (2.19) was modified 

as the temporal scaled version as follows 
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Based on the scaled output probability, the detection rule for the outlier sample can be 

defined as follows 

 ( )
( )
( )

1 max ; ,
; , , :

0 max ; ,
l

l

c l s
out s

c l s

if p c T
p c T

if p c T

λ
λ
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 ≤= 
>

s
s

s
 (2.23) 

where ( ); , ,out sp c T λs   is the probability that the current input sample is an outlier. This 

detection rule is a binary classifier with trained class trainc   and outlier class outc  . Thus, 

parameters sT  and λ  were optimized experimentally based on the minimum false positive 

rate (i.e., the part of the actual outliers that were misdetected as trained samples, FPR) when 
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the true positive rate (i.e., the part of the actual trained samples that were detected as trained 

samples, TPR) was higher than 95%. 

The final version of the algorithm used for our proposed RFEI process is presented in 

Table 2.3 (i.e., Algorithm 2). 

Table 2.3 Proposed RFEI algorithm. 

Algorithm 2. Proposed RFEI algorithm. 

Input: The target baseband hop signal ( )k
hs t   

Initialize: 1i = , { }RT FTT T= =  for time periods, EW  and bandwidth of interest (BOI) 

BOIBW . 

Step 1: (Extract the target SF) 
while  do: 

Detect the transient signal with Equation (2.10).  
Extract the target SF SFs  with Equation (2.11). 

Set 0.5 Ei i W← + ×  

Step 2: (Calculate the spectrogram) 
Calculate the spectrogram Features  of the SF with Equation (2.13) with respect to the BOI, 

BOIBW . 

Step 3: (Perform emitter classification) ( ).Exti W length+ < s  
Estimate the emitter IDs from the decision rule using either the base classifier (2.18) or en-
semble approaches in Equation (2.20). 

Step 4: (Perform outlier detection) 
Scale the output vector for temporal scaling factor sT with Equation (2.22) and detect the out-
liers with Equation (2.23) 

Output: Return the authenticated baseband hop signals ( )k
hs t  

 Baseline Algorithms for RF Fingerprinting Method 

In this study, for performance comparison, three other baseline methods were carefully 

designed and implemented based on algorithms from the literature [14, 21, 33, 38]. 

Before describing the details, we note that the signal preprocessing steps, such as 

preamble extraction [33] and signal difference calculation after signal decoding [21], are not 

covered in this study. The goal of this study was to identify the emitter ID in the physical 
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layer of the FHSS network. Therefore, we focused on analog SFs that can be obtained from 

the physical layer of the system. To this end, all baseline SFs were set to RT, SS, and FT, and 

the feature extraction and classification processes were designed to reflect the approaches in 

the literature. 

Baseline 1: Statistical Moments based RF Fingerprinting The first baseline aims to reflect 

the conventional RF Fingerprinting approaches based on handcrafted features. It was 

designed for statistical moments of the SFs, similar to that in [14, 33]. 

The SF extraction process was the same as that of the proposed method described in 

Section 3.1. 

For feature extraction, the SFs were segmented using .segN . Because the RT and FT 

signals were too short to be segmented, segmentation was applied only to the SS signal. 

 |1 |2 |, ,...,
segSF SF SF SF N

 =  s s s s  (2.24) 

where |SF ns  is the n th segment of SF. For each segmented SF, a total of six sub-features 

were considered. The instantaneous amplitude, phase, and frequency, described in [33], were 

calculated as sub-features, and the time, frequency, and time–frequency axes of the 

spectrogram, identified as good features in [14], were applied as sub-features. Subsequently, 

the statistical moments (i.e., mean m  , variance 2σ  , skewness γ  , and kurtosis κ  ) and 

entropy H   were calculated for each sub-feature. Thus, a total of 30 features were 

calculated and arranged in a vector form such that 

 ( ) ( ) ( )
|

2 2 2
| 1 2 6

, , , , , , , , , ,..., , , , ,
SF nFeature m H m H m Hσ γ κ σ γ κ σ γ κ =  ss  (2.25) 

where 
|

1 30
| SF nFeature

×∈ss   is the vector form of the handcrafted features calculated from the

n th segments of the SF. Finally, the composite handcrafted feature 1stats
SFN

Feature
×∈s   can be 

defined as follows 
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|1 |2 | .| | |[ , ,..., ]

SF SF SF NsegFeature Feature Feature Feature= s s ss s s s  (2.26) 

where stats
SFN  was the size of the statistic moments vector. 

For classification, a linear SVM from [14] was applied. Random forest or multi-class 

AdaBoost from [33] and linear discriminant analysis from [14] were also investigated. We 

compared these algorithms when applied to our FH signal dataset, and the linear SVM 

showed the best classification results. 

Baseline 2: Raw Signal-based RF Fingerprinting The second baseline aims to reflect the 

recent methods of RF Fingerprinting based on raw signal processing. It was designed to train 

raw SF signals directly in the ensemble approaches of the deep learning classifiers described 

in [21]. 

As described at the beginning of Chapter 2.5, the SF extraction process was the same 

as that of the proposed method described in Chapter 2.4.1. 

For feature extraction, the SFs were segmented using .segN  in Equation (2.24). The 

core idea of this approach was to train the raw signals in the ensemble classifiers, and the 

RT and FT were also segmented in this case. The feature vectors of each segment were set 

to a two-channel I/Q vector 
|

2
|

raw
SF

SF n

N
Feature

×∈ss   such that 
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( )|

|
|

|

Re

ImSF n

SF n
Feature

SF n

 
 =
  

s

s
s

s
 (2.27) 

where raw
SFN  is the size of each segment |SF ns . 

For the ensemble classification approach, the base classifier was set to a one-

dimensional CNN as an identification network for outdoor data in [14]. After training each 

base classifier using segmented feature 
|| SF nFeature ss , classification was performed using an 

ensemble approach, as in [21] 
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 ( )|

.

|;
SF n

j seg

j Feature
c C n N

k p c
∈ ∈

= ∏ ssargmax  (2.28) 

Baseline 3: Spectrogram-based RF Fingerprinting The third baseline aims to reflect the 

recent approach in [38], which is based on the SF spectrogram. As described in [38], the 

author trained the Hilbert spectrum of the received hop signal in a residual unit-based deep 

learning classifier. To reflect this approach in baseline 3, the algorithm was designed to train 

an SF spectrogram directly in the residual-based deep learning classifier. 

The SF extraction and feature extraction processes were the same as those of the 

proposed method described in Chapter 2.4.1 and 2.4.2. 

For classification, the classifier structure was set to the residual-based deep learning 

classifier described in [38]. After training the classifier, classification was performed using 

Equation (2.18). 

 Experimental Setups 

This section describes the experimental investigation of the emitter identification 

performance of the proposed RF Fingerprinting method. Before discussing the results, 

several experimental setups are discussed. 

We collected FH signals from a real experiment to determine the reliability of the 

algorithm. Seven FHSS devices were used to experiment. Each device utilized the same 

hopping rate for secure voice communication. The FH signal was frequency-modulated, and 

the carrier frequency was set to hops in the very high frequency range. The exact hopping 

rate and frequency range will not be disclosed owing to security issues. The FHSS device 

was connected under laboratory environmental conditions. The FH signal was acquired at a 

400 MHz sampling rate and stored as raw FH data in the DA system. 

Target hop extraction and down-conversion were performed on the stored raw training 

FH data. Because we assumed the predefined hopping pattern to be known, an energy 
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detection approach was applied to the exact hopping frequency k
hf   and the target hop 

samples k
hx  were extracted from the observed RF signal y . Subsequently, the hop sample 

was down-converted to the baseband using a decimation factor of 20, i.e., 20M sample rate 

baseband hop signals k
hs  were acquired. These were stored as baseband FH training data in 

the DA system. This down-conversion approach is reasonable because the FH signals were 

also demodulated to the IF or baseband to decode the digital data modulated by the message 

signal ( )km t  as in Equation (2.2). As the SFs depend on the component characteristics of 

the emitter, the SFs also should exist in the baseband hop signal, k
hs . 

Another set of FH signals was acquired to prepare an outlier dataset. Two more FHSS 

devices were recruited, and the FH signals were acquired on different dates compared with 

those of the training dataset. The emitter specifications were the same as those of the training 

emitter. However, in this experiment, the FH signal was down-converted to baseband and 

stored as outlier FH data with a sampling rate of 2.34 MHz. For fair comparison, the 

sampling rate of the signal was resampled using the Fourier-domain based sampling rate 

conversion method, which can improve the accuracy and computational cost compared to 

the time domain-based method [85]. These outlier data were considered only in the outlier 

detection experiment described in Chapter 2.7.4. 

Table 2.4 Details of the FH dataset. 

Dataset Emitters Emitter Type Number of  
Acquisitions Number of Samples 

Training  
dataset 

Emitter 1 Model 1 

5 times 

170 
Emitter 2 Model 1 168 
Emitter 3 Model 1 170 
Emitter 4 Model 1 171 
Emitter 5 Model 2 160 
Emitter 6 Model 2 169 
Emitter 7 Model 2 168 

Outlier  
dataset 

Emitter 8 Model 3 10 times 308 
Emitter 9 Model 3 312 

Total emitters 9 Total samples 1796 
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An average of 168 hop FH signals were obtained for each training emitter, and an 

average of 310 hop FH signals were obtained for each outlier emitter; a total of 1796 samples 

from nine emitters were obtained. The details are presented in Table 2.4. 

The results were obtained using the experimental setup as follows. For the training 

and testing datasets, the FH dataset was partitioned according to a 7:3 ratio; a total of 823 

samples were trained, and a total of 353 samples were tested from seven emitters. In the 

outlier detection experiment, the test dataset for training emitters and the outlier dataset for 

outlier emitters were considered; a total of 353 samples from seven training emitters were 

tested, and a total of 620 outlier samples from two outlier emitters were tested. All the results 

were tested 10 times, and the average performance was presented. The experiments were 

conducted with an Intel i7-6850K CPU unit and an NVIDIA Titan RTX GPU unit. The 

dataset generation task in Figure 9 was performed using MATLAB 2018a, and all RF 

Fingerprinting algorithms were implemented in Python 3.6 with PyTorch 1.6.0. The 

implemented parameters of the RF Fingerprinting algorithms performed at our experiments 

are described in Table 2.5. 

Table 2.5 Implemented parameter settings. 

Algorithm Parameters Values 

Proposed al-
gorithm 

Number of FH signals, K   7 
Number of emitters trained on the classifier, C  7 

Length of the FH signal, N  194,475 

Length of the SFs, SFN   38,895 for RT and FT 
175,027 for SS 

Extraction window size, EW  1945 
Energy variance detection threshold, δ  0.1 

Length of the frequency axis in the spectrogram, f
SFN stats

SFN  205 for all SFs 

Length of the time axis in the spectrogram, t
SFN  74 for RT and FT 

340 for SS 
STFT window size, STFTW  1024 

Baseline 1 al-
gorithm 

Number of segmented SFs, .segN  10 

Length of the handcrafted feature vector, stats
SFN   30 for RT and FT 

300 for SS 
Baseline 2 al-

gorithm 
Length of the raw vector segmented by  

the FH signal,  
3889 for RT and FT 

17,502 for SS 
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 Results and Discussions  

2.7.1. Emitter Identification Accuracy  

We firstly investigated the emitter identification performance of the proposed RFEI 

algorithm and the baselines. All algorithms were applied to all SFs, and the mean and 

standard deviation of the experimental values were investigated. The results are listed in 

Table 2.6. 

Table 2.6 Emitter identification accuracy. 

 
RT SS FT 

Mean Accuracy (%) ±  Standard Deviation 
Statistical moments * 61.8 ±  0.0 92.6 ±  0.0 66.4 ±  0.0 

Raw signal ** 17.7 ±  1.3 89.5  0.7 20.4  2.1 

Spectrogram-residual *** 83.7  2.1 93.7  1.2 93.9  1.2 

Spectrogram-DIN † 84.6  1.5 95.3  1.2 92.8  1.1 
Ensembles † 97.0 ±  0.6 

*: (Baseline 1) statistical moments approach in [14,33]. **: (Baseline 2) raw signal approach in [21]. ***: 
(Baseline 3) spectrogram and residual block-based approach in [38]. †: (Proposed) spectrogram, DIN 
classifier, and ensemble-based approach in the proposed method. 

Table 2.6 demonstrates the efficiency of the proposed RFEI algorithm showing that 

the proposed algorithm for identifying the emitter ID based on the SS spectrogram and DIN 

base classifier performs with an accuracy of 95.3%, which is better than other baseline 

algorithms. In addition, the ensemble approach of RT, FT, and SS based on the proposed 

algorithm yielded an accuracy of 97.0%, demonstrating its efficiency with a higher 

identification accuracy than other baseline algorithms. 

In terms of the SF efficiency, the results show that the SS signal is the most effective 

SF, as it is more accurate than the RT and FT signal-based results. In addition, in terms of 

the efficiencies of the feature extraction and classification approaches, the spectrogram 

feature is effective for representing the differences in the SF for each emitter. The most 

effective means of identifying the emitter ID in the FH signals is to ensemble the multimodal 

SFs, i.e., the RT, FT, and SS, trained by a DIN. 

± ±

± ± ±

± ± ±
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Figure 2.10 Emitter identification accuracy at different signal-to-noise ratios (SNRs). 

The emitter identification performance at SNRs is shown in Figure 2.10. The AWGN 

signal ( )n t  can be artificially added to the received hop signal s  as follows 

 
2
2

10 2

|| ||10 log
n

SNR
Nσ

 
=  

 

s  (2.29) 

where N  and 2
nσ  are the length and variance of the noise signal ( )n t , respectively. 

We found that the classification accuracy obtained by applying the proposed method 

to the SS signal was nearly 3% above baselines 1 and 2 and at least 1% above baseline 3 

over the entire range of SNRs. In addition, the ensemble approach of the proposed algorithm 

can improve the accuracy by more than 1% compared to the proposed method. In particular, 

applying the proposed method to the SS signal at 20 dB SNR, which is the typical operating 

SNR of the FHSS network [86], yielded an accuracy of more than 95.0%. For the ensemble 

approach, the identification accuracy was measured to be greater than 96.4%, making it the 

most effective algorithm. These accuracies are higher than those of baseline 1 (87.5%), 

baseline 2 (89.8%), and baseline 3 (92.5%). 
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The validity of the proposed algorithm was verified again. At low SNR, the accuracy 

of baseline 1 decreases dramatically, whereas the other algorithms maintain their accuracies. 

Baseline 2, Baseline 3, and the proposed method work well when applied to the SS signal, 

even at low SNRs. However, the proposed method outperforms the baselines, and the 

ensemble approaches outperform the other algorithms at all SNRs. These findings imply that 

a deep learning-based classifier at baselines 2 and 3 can learn the differences in the SFs for 

RF Fingerprinting, but our proposed algorithm (i.e., using the spectrogram and DIN 

classifier) with the ensemble approach is more effective than the baselines. 

The confusion matrix of the ensemble approach based on the proposed method is 

presented in Table 2.7. The confusion matrix is a specific metric for a classifier that can 

represent the relationship of each emitter. This matrix can be obtained by simply counting 

the results of the test samples with their true label information. The rows of the matrix 

indicate the true emitter IDs, and the columns indicate the predicted emitter IDs. The 

diagonal terms in the confusion matrix represent the correct classification result cases, and 

the offdiagonal terms represent the incorrect classification result cases. Thus, Table 2.7 

shows that our ensemble approach based on the proposed method can identify the FH 

emitters with more than 94.6% accuracy without confusion between emitters. 

Table 2.7 Averaged confusion matrix of the ensemble approach based proposed method. 

 
Predicted Emitter (%) 

1 2 3 4 5 6 7 

Actual 
Emitter (%) 

1 100.0 0 0 0 0 0 0 
2 0.2 98.6 0 0.2 0.4 0 0.6 
3 0 0 98.0 0.2 0 1.8 0 
4 0 1.6 0.6 95.5 0.6 0.4 1.4 
5 0 0.2 1.9 0.4 96.0 1.0 0.4 
6 0 0 2.6 0 1.0 95.8 0.6 
7 0.6 1.0 0.4 2.8 0.6 0 94.6 

2.7.2. Efficiency of the Inception Blocks  

We constructed the DIN classifier based on the inception blocks. To confirm the 

efficiency of the inception blocks, the identification accuracy of the proposed method was 

compared with that of baseline 3. The difference between the proposed method and baseline 

3 lies in the classifier. As in baseline 3, the classifier was set to the residual-based classifier 
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described in [38]. Two experiments were performed for comparison. One was conducted to 

identify the emitter ID from the received hop signal s  without the SF extraction, and the 

other was performed to identify the emitter ID from the ensemble approach of the SFs. The 

results are presented in Table 2.8 and Figure 2.11. 

Table 2.8 Identification accuracies of the residual and inception blocks. 

 
Hop Signal  

without SF Extraction 
Ensemble Approach  
with SF Extraction 

Mean Accuracy (%) ±  Standard Deviation 
Spectrogram—Residual *** 94.4 ± 1.1 96.4 ± 0.7 

Spectrogram—DIN † 95.1 ± 1.0 97.0 ± 0.6 
***: (Baseline 3) spectrogram approaches in [38]. †: (Proposed) spectrogram approach of SF. 

 

Figure 2.11 Identification accuracies of the residual and inception blocks at different SNRs. 

Table 2.8 presents the identification accuracies of the proposed algorithm and baseline 

3. The identification accuracy results at different SNRs are presented in Figure 2.11. Both 

sets of results demonstrate the efficiency of the inception blocks. Table 2.8 reveals that the 

DIN-based approach can produce higher accuracies than the residual-based approach. This 

result is also shown in Figure 2.11. As the SNR changes, the accuracy of the DIN-based 

approach is superior to that of the residual block-based approach, except when the ensemble 

approach of the residual-based method overcomes the hop and DIN-based method in 
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environments with SNRs of 20 dB or more. However, if we focused on the classifier structure, 

i.e., compared the performance between hops approaches or ensemble approaches, the 

performance of the residual network could not overcome the performance of the inception 

blocks. As described in Chapter 2.4.4, this result may stem from the fact that filtering features 

with different receptive field sizes can help train SFs within deep learning architectures. 

2.7.3. Class Activation Map (CAM) Analysis of the DIN Classifier  

We investigated the feature map of the DIN classifier to understand why the DIN-

based model works well. To this end, we applied a gradient-weighted CAM (GCAM) to 

visualize the feature map. The GCAM is a well-known feature visualization that identifies 

parts of the input signal that positively influence the class decision [87]. This can be achieved 

by backpropagating the gradient of the inference to the input layer and highlighting the input 

parts using positive gradient values.  

The GCAM is a feature visualization method that identifies parts of the input signal 

that positively influence the class decision [87]. It can be obtained by performing the 

following steps. (1) Firstly, the gradient of the inference score from the target class jc , that 

is, the j th element of the model output y , is back-propagated to the last convolutional 

layer of the model, which is the last reduction-A block of the DIN. (2) Secondly, global 

average pooling of the back-propagated values on the grid axis, that is, the time and 

frequency axes of the feature map, is performed. This value serves as a weight to infer the 

importance of the current filter result. (3) With the linear combination of the entire filter map, 

the Grad-CAM for the input sample s  and decision class jc  is obtained. Specifically, it 

follows 

 
1j jc

f f
z k zk

c
a

P A

 ∂  =
∂∑∑
y
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j f
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 
=  

 
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where f
zkA  is the grid point ( ),z k  of the f th filter map existing on the last convolutional 

layer of the classifier model, P is the size of the f th filter map, and fA  and jc
fa  are the 

neuron importance weights of the f th filter map when the target class jc  is decided. 

Finally, the GCAM is averaged for the positive samples that record the correct 

identification results. The positive sample dataset 1 2, ,...,
TrueTrue M =  S s s s  is collected when 

the classification result of the input sample js  in Equation (2.15) is true. For the positive 

sample js and its true decision class jc , the GCAM can be averaged as follows 

 ( ) ( )1 ,
i True

j j j
True

AGCAM c GCAM c
M ∈

= ∑
x S

s  (2.32) 

 

Figure 2.12 Examples of GCAM of the DIN classifier: (a) AGCAM for target emitters, (b) 

positive sample with an inference score greater than 0.99, and (c) negative sample with an 

inference score less than 0.30. 

The average GCAM (AGCAM) results are presented in Figure 2.12. Interestingly, for 

each emitter classification, we found that the activated region of the AGCAM is the location 

at which the head and tail of the signal are located. The GCAM of the positive sample with 

an inference score of 0.99 or higher is shown in Figure 2.12.(b). These results show that 

when the classifier model correctly identifies the emitter ID, the filter maps of the model are 

activated similarly to the AGCAM of the target emitter. In other words, the intensity of the 

activated region differs from that of the AGCAM, but the shape and location of the activated 

region are similar to those in the AGCAM results. Conversely, the GCAM of the negative 
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sample with an inference score of 0.30 or less is shown in Figure 2.12.(c). The results 

demonstrate that when the model misidentifies the emitter ID, the activated region of the 

filter maps is completely different from those of the target emitter and other emitters. 

To verify the meaning of the activated region in Figure 2.12, the physical layer 

convergence protocol (PLCP) frame format for the FHSS network as defined in the 802.11 

standard [57] is presented in Figure 2.13. It can be verified that the preamble field is located 

at the head part of the frame, and the frame body is located at the tail part of the frame. 

The preamble is a sequential signal for synchronization between the transmitter and 

receiver. Therefore, duplicated sync sequences must be transmitted repeatedly. When the 

data sequence contained in the frame is identical for each emitter, only the differences in SFs 

remain, which is helpful in RF Fingerprinting. Consequently, many researchers have applied 

additional preprocessing steps to extract preamble signals [3, 33]. However, the proposed 

method based on the DIN classifier can automatically learn the preamble field without 

additional preprocessing steps. 

In the cases of the frame body, the GCAM is activated in this region because the FH 

signal dataset is collected in a laboratory environment; hence, the data sequences contained 

in the frame body are similar to each other. This similarity of the data sequences can help 

identify the differences in the SFs of the emitters. Again, the proposed method can 

automatically learn the fields in which the emitter IDs can be identified. 

 

Figure 2.13 PLCP frame format for FHSS networks in the 802.11 standard [57]. 

2.7.4. Outlier Detection Performance  

We evaluated the outlier detection performance of the proposed algorithm and baseline 

3. The experimental dataset was prepared using the test dataset for trained emitters and the 
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outlier dataset for outlier emitters. Before executing the experiment, the detector-related 

parameters, that is, the temporal scaling factor sT   and detection threshold λ  , were 

optimized. For [ ]1, 2,3, 4,5,10,15,20sT ∈   and 0 0.3λ≤ ≤  , the parameters were set to 

2sT =  and 0.07λ =  for the proposed algorithm and 1sT =  and 0.05λ =  for proposed 

baseline 3. These values were selected by finding the minimum FPR when the TRP was 

higher than 95%. 

As discussed in Chapter 2.4.6, the key idea of the outlier detector is based on the fact 

that the maximum probability of the output vectors from the outlier samples has a smaller 

value than the maximum probability of the output vectors from the trained samples. To verify 

this idea, we plotted a histogram in Figure 2.14 showing the maximum probabilities of the 

output vectors obtained from the proposed method, i.e., the output vectors of the ensemble 

approach in the DIN. Evidently, the maximum probability values of the outlier samples occur 

at positions 0.1< . Conversely, the values of trained samples mostly exist at position 0.2≥ . 

These results demonstrate that the differences between the characteristics of the outliers and 

trained samples are easily identified and can be utilized to detect the outlier samples. 

 

Figure 2.14 Histogram of the output vectors. 

We present the confusion matrices of the outlier detectors based on the proposed 

method and baseline 3 in Tables 2.9 and 2.10. As we optimized our parameters based on the 

FPR values when the TPR was higher than 95.0%, both TPRs yielded similar rates in the 
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detection of the actual trained samples. However, in the case of the true negative ratio, which 

represents the actual outlier sample detection ability, the proposed method can achieve a rate 

of 95.6%, which is 6.6% higher than that of baseline 3 (89.0%). In other words, the proposed 

method can reduce the FPR from 11.0% to 4.4%. These results indicate that the DIN 

classifier-based approach is useful for training SF features in FH signals and can effectively 

detect outlier samples by using these trained features. 

Table 2.9 Averaged confusion matrix of the outlier detectors based on the proposed method. 

 
Predicted Emitter (%) 

Learned Classes Outlier Classes 
Actual  

emitter (%) 
Learned classes 96.6 3.4 
Outlier classes 4.4 95.6 

Table 2.10 Averaged confusion matrix of the outlier detectors based on baseline 3. 

 
Predicted Emitter (%) 

Learned Classes Outlier Classes 
Actual  

emitter (%) 
Learned classes 96.8 3.2 
Outlier classes 11.0 89.0 

Figure 2.15 plots the ROC curve and compares the AUROCs. All values were 

averaged over 10 experiments. The ROC metric describes the relationship between the 

probability of detection (i.e., TPR) and the probability of a false alarm (i.e., FPR). This result 

can be achieved by plotting the FPR together with the TPR at different detector thresholds 

λ . Additionally, this ROC metric is known as the cost–benefit relationship in decision theory. 

Thus, when a high benefit is obtained at a low cost, i.e., when the probability of false alarms 

is low, high detection rates should be obtained. In other words, if the curve moves toward 

the upper left with a high AUROC, the model possesses strong detection ability. The results 

confirm that the proposed method can clearly improve the ROC curve compared with 

baseline 3. The AUROC also improves from 0.97 to 0.99. These results provide clear 

evidence that the proposed DIN-based ensemble method is more effective than the residual 

block-based method. 
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Figure 2.15 Receiver operating characteristic (ROC) curves. 

2.7.5. Discussion  

PUF, Uniqueness, and Repeatability of the FH signals: FH signals satisfy the 

characteristics of Physical Unclonable Function (PUF), uniqueness, and repeatability. Since 

the RF emitter components in FH signals are identical, the theoretical basis for the existence 

of SFs is clear, which has been heuristically proven in this paper. SFs have been reported to 

be duplicated using learning-based methods in GAN-based software techniques [37]. 

However, there has been no report of successfully replicating the duplicated RF signal in a 

real-world scenario using hardware components. The theoretical basis for this is that in the 

hardware reproduction of RF signals, another SF can emerge, making differentiation 

possible. For instance, studies on RF Fingerprinting have shown that individual distinctions 

can be made in USRP-based software-defined radio (SDR) devices [39]. Therefore, while 

FH signals themselves can be repeatable [59, 118-120], the SFs within FH signals are non-

repeatable, satisfy uniqueness, and thus meet the characteristics of PUF. 

Noise Susceptibility of the FH signals: We assume the simplest AWGN channel model. 

This is the channel model commonly addressed in most RF Fingerprinting papers, with other 

channel models such as multi-hop relaying-based Rayleigh channel environments also being 

discussed [38]. This approach is taken because RF Fingerprinting technology is still in its 

early research stages, and due to the noise susceptibility of SFs, the research has been 

conducted in a way that minimizes the impact of the channel. In other words, it is argued 
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that RF Fingerprinting can be sufficiently utilized even after applying existing receiver 

techniques that compensate for channel noise and then analyzing the SFs. While this logic 

is plausible, it remains unproven, indicating that further research is needed to address noise 

susceptibility. Future research should consider issues such as multi-path channels and DSP 

key-based channel coding. 

Product based ensemble decision rule: We applied a product-based decision rule to 

individual DIN classifiers. This heuristic approach involved applying various methods such 

as addition, product, log product, and argmax product, and selecting the method that showed 

the best performance. This approach treats the results of each DIN for individual SFs as 

independent entities, assuming a linear relationship. However, in reality, since the SFs are 

output from the same RF emitter, it is difficult to determine that such an assumption leads to 

an optimal ensemble decision. Therefore, further research is needed to find the optimal 

ensemble decision rule, such as weight-based approaches [121] and additional ensemble 

layer-based methods [122]. 

 Summary 

In this study, an RFEI method that targets the physical layers of FHSS networks was 

proposed with the objective of directly identifying emitter IDs from received FH signals. An 

analog SF extraction process, SF spectrogram features, a DIN-based classifier for emitter 

classification, and an outlier detector algorithm for attacker detection were proposed and 

applied to the target hop signals. In addition, the ensemble approach that utilized 

multimodality SFs was evaluated for robust classification. The results showed that the SF 

spectrogram extracted from the received FH signal can be effectively analyzed using the 

DIN-based classifier, and the classification accuracy was improved by at least 1.00% 

compared with those of other baselines. In addition, the multimodal SF ensemble approach, 

that is, the use of RT, FT, and SS, achieved the best results with a classification accuracy of 

97.0% for the seven real FHSS emitters. In addition, the inception block-based approach was 

more effective than the residual block-based approach owing to its filtering ability at 

different receptive field sizes. From the analysis of the GCAM for each FH emitter, we found 



 - 66 -  

that the classifier model can train the region wherein the differences in the SFs can be 

maximized. In addition, the outlier detection performance of the proposed method was 

evaluated. We found that the output characteristics of the outliers differed from those of the 

training samples, and this property can be used by the detector to identify attacker signals 

with an AUROC of 0.99. 

These results support that the proposed RFEI method can identify emitter IDs of the 

FH signals emitted by authenticated users and can detect the existence of the FH signals 

emitted by attackers. Because the SFs cannot be reproduced, it is possible to configure non-

replicable authentication systems in the physical layer of the FHSS network. This study 

focused on evaluating the RFEI method, one of the components of the overall authentication 

system. Our future study will consider system improvement by utilizing the GCAM to detect 

misclassification cases. 

As another future study, we will consider the property of the outliers in the RFEI 

system. We believe that further distinctions of the outliers, namely the detection of multi-

labeled outliers, may be possible. We expect that this future consideration will help prevent 

the malicious application of the RFEI system, such as when eavesdroppers utilize the RFEI 

system. If the eavesdropper can successfully prepare the target FH sample, it can be used as 

a signal tracking method to decode the actual FH signal transmission. Our future study will 

consider the ways to prevent this malicious scenario by generating artificial outliers that can 

imitate authentication users. 
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 Chapter 3. [Cryptography] RF Public Key Genera-

tor for Digital Application  

The studies in this chapter have been published in IEEE Access [1]. 

 Motivations  

In IoT environments, effective public key management is crucial for managing 

numerous devices. RF features, primarily considered analog features within physical layer 

authentication by RF Fingerprinting (RFF) processes, present a novel approach to key 

management. In this research, we introduce a novel RF-based Public Key Generator (RF-

PubKG) model that maps RF features into cryptographic sequences by incorporating a Key 

Generation (KeyGen) layer into the RFF model. The RF-PubKG demonstrates superior 

performance, achieving 97.2% accuracy at a 20dB SNR and further improving to 99.6% in 

noise-free conditions with a Frame Error Rate (FER) below 1%. The generated public key 

sets exhibit negligible correlation, with intra-key-set correlations not exceeding 0.24 and 

inter-model correlations falling below 0.04, highlighting the reliability of the RF-PubKG 

model. The integration with the Rivest–Shamir–Adleman (RSA) algorithm provides proof-

of-concept for the RF-PubKG-based digital signature scheme, effectively simplifying the 

Certificate Authorities (CAs) management and, consequently, reducing Public Key 

Infrastructure (PKI) complexity. This simplification promises effective public key 

management within the Public Key Cryptography (PKC), thereby enhancing the efficiency 

of digital signature verification processes. 

 Introduction  

In an Internet of Things (IoT) environment, accepting messages from trusted users is 
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a crucial task. A common method to authorize users is to check the device's address, such as 

the Media Access Control (MAC) or Internet Protocol (IP) address, encoded as digital bits 

in message packets. However, if these addresses are transmitted without cryptographic 

encryption, eavesdroppers can sniff and modify the addresses using software-defined 

approaches [88]. 

 

Figure 3.1 An overview of the user authentication scheme in IoT Environments: (a) ID/PW-

based authentication; (b) authentication based on IP and MAC addresses utilizing PKC; (c) 

authentication using RF features based on RFF; and (d) (RF-PubKG) the proposed method 

for authentication using IP and MAC addresses combined with RF features through PKC. 

One of the efficient solutions to solve this problem is to insert a valid authentication 

code in message packets. An overview of the user authentication scheme in IoT 

environments is presented in Fig. 3.1. In recent decades, several network security protocols, 

such as IEEE 802.1X [89], MACsec [90], or IPsec [91], have been proposed to secure 

network channels. These methods encrypt and decrypt user datagrams using cryptographic 

algorithms, making it impossible for eavesdroppers to sniff the user address without access 

to the public and private key details.  

To secure communication between the numerous devices in IoT environments, a 

reliable key management system is essential. Public Key Cryptography (PKC) can be an 

effective solution due to its effective public key management structure. In PKC, the sender’s 

datagrams are encrypted using a private key, allowing any receiver to verify both the 

integrity of the datagrams and the sender’s identity. This approach simplifies key 

management, as each IoT device needs only a single public and private key, whereas a unique 

key for each pair of devices is required in private key cryptography. 
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Digital certificates are primarily used to verify the trustworthiness of the public key. 

These certificates are centrally managed in the Public Key Infrastructure (PKI) for key 

authentication, certificate issuance, and management [92]. However, establishing a trusted 

PKI involves significant financial and resource allocations for trusted third parties, which is 

not feasible for IoT environments. An alternative key management system for ensuring the 

trustworthiness of the public keys is required.  

Radio Frequency Fingerprinting (RFF) can be an alternative approach for verifying 

the authenticity of IoT devices. The RFF is one of the physical layer authentication 

approaches that utilizes a unique RF feature present in analog RF signals. The inherent 

nonlinearity in the RF components of the transmitter, such as the Digital Analog Converter, 

Frequency Oscillator, or Power Amplifier, arises from manufacturing variations [20]. These 

effects accumulate and manifest as a distinct feature in the transmitted RF signal, which can 

serve as a unique authenticated key referred to as the RF feature.  

Research on RF features is both extensive and multifaceted. For instance, the time-

frequency energy properties of transient signals generated at the beginning of RF 

transmission have been used to identify twenty Bluetooth devices [21]. Multi-sampled 

steady state signals, capturing variations in RF transmission of preamble data, have been 

directly trained into a convolutional neural network for 54 ZigBee devices under line-of-

sight conditions [22]. Spectrograms of falling signals observed during the decline of RF 

transmission have been used to identify seven frequency-hopping transmitters [2]. More 

recently, multi-faceted RF features have been considered with advanced deep learning 

approaches. For Wi-Fi devices, IQ, carrier frequency offset, Fourier coefficients, and time-

frequency coefficients are incorporated into an attention-based deep learning model [93]. 

Similarly, magnitude, phase, and power spectral density of steady-state signals of the 

Bluetooth devices have been considered with an embedding-attention framework [94]. 

The RF features are renowned for their non-replicable key characteristics, largely 

attributed to practical challenges [54]. The randomness and uniqueness of these RF features 

stem from the natural variations introduced during the manufacturing process. Replicating 

these key features would require tighter control over the varied components at the analog 

level. However, it is widely recognized that achieving such control is either prohibitively 
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expensive or virtually impossible in real-world scenarios [95]. Owing to the inherent 

randomness and uniqueness of the RF features, they can be effectively utilized as non-

replicable public keys in user authentication schemes. 

Our research goal is to utilize the non-replicable RF features as public keys for the 

PKC. To achieve this goal, the RF feature must be converted into a finite cryptographic 

sequence. Recent research on RFF has concentrated on capturing RF features as digitized 

signals in the real domain [2, 14, 47, 93, 94, 96-98]. These features are segmented directly 

from the RF signal and transformed into feature domains to enhance the distinction between 

different RF transmitters. Subsequently, these RF features have mainly been processed using 

AI models for identification, rather than for cryptographic computations. Conversely, 

cryptographic schemes based on PKC depend on complex mathematical problems conducted 

within the finite field domain [99]. Although cryptographic calculation in the real domain is 

feasible, it requires hardware capabilities that are expensive and unsuitable for IoT 

environments. Therefore, further research is required to establish a mapping relationship 

between RF features and cryptographic sequences. 

In this paper, we propose a novel RFF process for a Radio Frequency based Public 

Key Generator (RF-PubKG) to utilize RF features as cryptographic sequences. In the process 

of RFF model training, we introduce a key generation layer to map the RF features into 

cryptographic sequences. By considering these cryptographic sequences as users' public 

keys, we can simplify the PKI structure in the PKC, enhancing the efficiency of the public 

key management system. The specific contributions of this paper are detailed as follows: 

 (RF-based Cryptographic sequences) We propose the RF-PubKG for 

mapping RF features to cryptographic sequences. This unique mapping of the 

RF feature to a cryptographic sequence enables integrated authentication with 

RFF and PKC. This aspect of the research paves the way for addressing 

cryptographic problems based on RF features.  

 (RF-based Digital Signature) As proof of concept, we evaluate the RF-

PubKG-based digital signature scheme along with the hashed RSA algorithm. 

This result demonstrates the simplification of the PKI structure by relying on 
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the trustworthiness of the public key, which is inferred from non-replicable 

RF features. 

The structure of this paper is as follows: Chapter 3.3 describes the background 

knowledge related to RFF and the digital signature scheme for PKC. Chapter 3.4 presents 

the proposed RF-PubKG scheme and the conceptual structure for the RF-PubKG-based 

digital signature scheme implemented by RSA algorithm. Chapter 3.5 details the dataset and 

experimental setup, while Chapter 3.6 presents the results and discussions. Chapter 3.7 

concludes the paper by summarizing the findings of this research.  

 Background Knowledge  

3.3.1. Target Radio Frequency Features  

The RF features are distinct characteristics that can be differentiated within the RF 

domain. Selecting the appropriate target RF feature is crucial for the design of the RFF. 

While various methods exist to calculate the RF features from RF signals, in this work, we 

adopt the definition outlined in our previous research [2]. The simple descriptions for each 

feature are as follows: 

 (Rising Transient, RT) The RT feature is a signal property that rises from the 

noise level to the desired communication level, illustrating the process of RF 

signal emission when the device is activated. 

 (Steady State, SS) The SS feature refers to the property of the signal region 

that contains the RF-modulated digital data for message transmission. This 

illustrates the process of RF modulation during data transmission. 

 (Falling Transient, FT) The FT feature represents the signal property that 

decreases from the communication level to the noise level. This illustrates the 

attenuation of the RF signal when the device is deactivated. 

The most crucial aspect of utilizing the RF features as public keys is ensuring that it 
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cannot be forged by a third party. In [100], it was reported that the statistical analysis of the 

RT feature is more resilient to impersonation attacks compared to the I/Q constellation error 

calculation in the SS feature.  

Additionally, we aim to replace certificates with RF features. From the definition of 

the RF features, the RT and FT features are independent of the modulated digital data, and 

they can be directly utilized as unique features over an extended period. On the other hand, 

the SS feature undergoes significant variations depending on the modulated digital data. 

These data dependencies can be eliminated through additional computational costs, such as 

extracting the ideal modulated RF signal from the received RF signal [22]. However, these 

post-processing costs may compromise the effectiveness of the system configuration.  

For this reason, in this research, we focus on the RT and FT features as RF features, 

aiming to create characteristics that have no dependencies on the digital contents of the 

certificate. 

 

 

Figure 3.2 The overall RF Fingerprinting process is depicted with (a) the Pre-processing step 

and (b) the RF Fingerprinting step illustrating the conventional RFF, followed by (c) (Pro-

posed) the Key Generator step representing the proposed RF-PubKG method. 

3.3.2. Radio Frequency Fingerprinting  

The overall scheme for the RFF process is presented in Fig. 3.2, along with the 

proposed RF-PubKG structure. This subsection describes the detailed RFF process, 
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including the pre-processing step and the RFF model training process. The proposed RF-

PubKG scheme is described in Chapter 3.4. 

The details of the RFF process are conducted in three steps: 1) RF feature 

segmentation, 2) RF feature extraction, and 3) RF feature training and classification. 

 The overall RFF process is formulated as a classification problem for given RF 

features. The mathematical description is as follows: 

 ( )RFFF=y s  (3.1) 

where Sig 1N ×∈s   is a down-converted RF signal acquired from the receiver operation. SigN  

is the length of a complex-valued signal s . RFFF  is the RFF algorithm that maps the input 

signal s  from the RF signal space to the device ID space. Finally, C 1N ×∈y   is the result 

of the RFF that contains the device ID information, where CN  represents the number of 

transmitters used to train the RFF algorithm.  

The RF feature segmentation is the step for extracting the target RF features from the 

received RF signal. This procedure can be represented by the following equation:  

 ( )Seg Segg=s s  (3.2) 

where Segg  is the function for segmenting the RF features Seg 1
Seg

N ×∈s  . It is defined on 

the target RF feature list, i.e., { },feature RT FT∈ . SegN  is the length of the segmented RF 

features Segs . In this paper, Segg  is designed based on the energy variation of the RF feature. 

We adopt a windowed energy detection approach to monitor the energy fluctuation, with 

1(1 )n nE Eδ −≥ +  indicating a rise for RT and 1(1 )n nE Eδ −≤ +  indicating a fall for FT. The 

specific details are further described in [2].  

As a next step, the RF feature extraction aims to transform the signal space of RF 

features into other domains, thereby enhancing the differentiation between the RF features 

from different transmitters. The extraction procedure is expressed as follows: 
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 ( )Trans Trans Segh=s s  (3.3) 

where Transh  is the function for domain transform of the RF features. Trans Trans
Trans

jiN N×∈s   is 

the transformed RF feature, where Trans
iN   and Trans

jN   are the sizes of each transformed 

indices, i  and j , respectively. The function Transh  can be defined in many different ways. 

It can transfer to the I/Q constellation domain [101], can calculate the properties in the 

statistics domain [33], or can be directly processed into the AI models for deep learning 

classifiers [23]. In this paper, the discrete-time short-time Fourier transform (STFT) is 

applied to convert the signal domain into multi-dimensional spaces, i.e., time and frequency 

axis. In this case, i  and j are t  and f ; the details are described in [2]. 

As a last step, the RF feature training and classification aims to assign transmitter IDs 

from the RF features, ensuring robust classification through effective training. The 

classification results can be obtained by:  

 ( )Classify Transf=y s  (3.4) 

where Classifyf  is the classification algorithm, and the output y  implies the transmitter ID 

information. Thanks to recent research in deep learning, Classifyf  is commonly defined as a 

deep learning-based classifier, such as Convolutional Neural Network (CNN) based 

classifiers [102−104] or Generative Adversarial Network (GAN) based approaches [27, 105]. 

This paper utilizes the Deep Inception Network (DIN), which reported its effectiveness in 

understanding the RF features in our previous work [2], as the main RFF model. The 

structure details are described in Table 3.4 of Chapter 3.5.  

To obtain the classification from (3.4), we must train the RFF model Classifyf   for 

robustness. From the given training dataset 1 2[ , , , ]M= …S s s s   of M  samples and their 

relative labels 1 2[ , , , ]M= …Y y y y , our DIN model for RFF can be trained with the cross-

entropy loss and Adam optimizer [73] as follows: 
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where k  is the true transmitter ID relative to an output label iy , and [ ]i jcy is the value of 

the j th element in iy . 

3.3.3. Digital Signature scheme  

A Digital Signature (DS) scheme is one of the PKC applications used to verify the 

authenticity and integrity of a digital message [106]. It involves using a private key to 

generate a unique signature for the sending message, which can be verified using the 

corresponding public key. The signature verifies that the message is not tampered with and 

is indeed sent by the claimed sender. 

The DS scheme involves the following steps:  

 (Key Generation, Gen) The signer generates a pair of keys; a private key, 

prik , and a corresponding public key, pubk . prik  is kept secret and used only 

by the signer, while pubk  is made public and can be shared with the verifier. 

 pri pub[ , ( )] 1nk k Gen=  (3.6) 

 (Signature Generation, Sign) To sign the message m   which has been 

hashed with the hash function h , the signer applies a one-way cryptographic 

function to the hashed message.  

 ( )( )pri ,Sign k mhσ =  (3.7) 

 (Signature Verification, Vrfy) The verifier with the public key, pubk , and the 

signature, σ  , can verify the authenticity of the sending message m  . 

Verification is done by applying a verification function defined as follows: 
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 ( )( )pub , ,Vrfy k h m bσ =  (3.8) 

where b  is 1 if the signature is valid, and 0 if the signature is invalid 

The digital signature can be verified by anyone who has access to the valid public key. 

However, calculating the private key solely from the public key and forging a valid signature 

using the estimated private key is extremely challenging due to cryptographic complexity. 

These properties make digital signature schemes fundamental tools for ensuring the integrity 

of digital data and emphasize the need for valid public key management. 

 

Figure 3.3 System overview of Digital Signature schemes: (a) Traditional scheme with a 

certificate management system from the PKIs, illustrating the process of certificate issuance; 

(b) Trustworthy scheme based on the RF-PubKGs, utilizing the RFF for key generation to 

eliminate the need for a centralized certificate authority, thus simplifying the overall certifi-

cate management system. 

3.3.4. Certificates and Public Key Infrastructure (PKI)  

The trustworthiness of the public keys is crucial in digital signature schemes. If third 

parties generate invalid signatures and fake public keys, the verifier may struggle to 

determine signature validity. To prevent this, the digital certificate is used to verify the 

authenticity of the user’s public key. These certificates are strictly managed in the PKI 

system to ensure integrity and authenticity [107]. 

We present the system overview of the digital signature scheme with the PKIs in Fig. 

3.3.(a). The Certificate Authority (CA) is a core entity of the PKI structure, constructed as a 
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trusted entity responsible for ensuring the authenticity of the certificates. The certificate 

contains a digital signature with a user's public key and identity information. The CA signs 

this certificate with the CA's private key and commits it to Alice and Bob within a secured 

channel. By verifying Alice's certificate with the CA's public key, Bob can trust the integrity 

of Alice's public key.   

The CA is responsible for the revocation and renewal of the certificates. The CA must 

publish the Certificate Revocation Lists (CRLs) or operate the Online Certificate Status 

Protocol (OCSP) to inform users of the up-to-date status of the certificates. Bob needs to 

check these lists to ensure that Alice’s public key is current. 

The CAs are organized in a hierarchical model, where the intermediate CA (ICA) 

authenticates users, and the ICAs are authenticated by the root CA (RCA). This structure 

ensures the certificate's credibility by tracing back to the credibility of all CAs. However, 

this structure requires significant resource allocation to maintain the secure channel for the 

commitment of the certificates. Effective architecture to reduce these management costs 

must be considered [92]. 

In this paper, we aim to propose the RF-PubKG, which the public keys are directly 

derived from the RFF models. 

 ( )pub RF-PubKG[ , ] Fk =y s  (3.9) 

We present an overview of the digital signature scheme with the RF-PubKG in Fig. 

3.3.(b). The uniqueness and non-replicability of RF features allow the RF features to serve 

as unique public keys, replacing the role of digital certificates. By transforming the RF 

features into finite cryptographic sequences, i.e., unique public keys, the trustworthiness of 

the public key can be ensured, a role previously fulfilled by certificates. This approach can 

simplify the PKI architecture in the digital signature scheme. It allows the RF-PubKG model 

manager, which originally operates at the receiver in the RFF process, to manage the 

enrollment of RF features for authentication. Therefore, this approach can simplify the 

hierarchical model required by focusing on managing the RFF models within the RF-PubKG 

manager, thus reducing the complexity of the traditional certificate infrastructure. 
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 Proposed RF based Public Key Generator (RF-PubKG) method 

3.4.1. Radio Frequency Public Key Generator  

Originating from the conventional RFF process outlined in Chapter 3.3.2, the RF-

PubKG includes an additional feature map layer to enhance cryptographic key reliablity. The 

underlying principles and algorithmic approaches of the RF-PubKG are described in this 

section.  

The feature map was first introduced as an intermediate computation result of the CNN 

model [108]. It is used to detect and extract specific features from the input data. Each value 

of the feature map in the data represents the interaction between a particular feature and its 

location information. This feature map helps to understand how the deep learning model can 

recognize essential features within the data. 

From research analyzing the feature maps learned by each layer, it is well-known that 

higher layers can learn complex features to make decisions [109]. Applying this 

understanding to the RFF model, we can infer that the higher layers of the RFF model learn 

the crucial features from RF signals to estimate the device ID information. The proposed 

RF-PubKG is derived from this inference. 

 

Figure 3.4 The proposed RF-PubKG structure: The KeyGen layer is located at the highest 

hidden layer, which processes outputs to generate and estimate the public key, as depicted 

in (3.10) to (3.14). 
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The RF-PubKG scheme is depicted in Fig. 3.4 . Based on the definition of the RFF 

classification model in (3.4), we define the output of the Key Generation (KeyGen) Layer as 

follows:  

 ( )raw Classify,KeyGen Transf,[ ]k = sy  (3.10) 

where key 1
raw

Nk ×∈   is the raw key derived from the input RF feature Transs  , and is 

considered as an intermediate output produced by the additional KeyGen layer. Classify,KeyGenf  

is the classification algorithm for RF-PubKG, which extends the RFF model with the 

KeyGen layer. In this research, the KeyGen layer is located at the highest hidden layer of the 

RFF model, i.e., just before the final classification layer.  

The raw key, rawk  , is computed within the real domain,   . To apply the 

cryptographic scheme, the raw key needs to be converted into a cryptographic sequence that 

operates within the finite field domain. To transfer the real domain into the target finite field 

with q  elements, we define a mapping function as follows:  

 ( ) ( )
( )( )

raw raw
estimate

raw raw

min
round 1

max min
k k

k q
k k

 −
= − ×  − 

 (3.11) 

where key 1
estimate

Nk ×∈  is the estimated cryptographic key working with the Galois Fields 

with q  elements, i.e., ( )GF q . This research assumes a binary field, (2)GF . The round 

function is a mathematical function that maps a real number to the nearest integer number.  

The phase of the RF-PubKG is divided into two parts, i.e., Enrollment and 

Authentication, similar to the RFF as described in Fig. 3.2. Enrollment is the training phase 

in which the classification model is trained from the pre-enrolled RF features of the target 

transmitters. Authentication is the testing phase in which the input RF feature is classified as 

one of the trained transmitter sets. 

Based on this description, we set the public key of the RF transmitters as a sample 

mean of the pre-enrolled RF features, which can be obtained during the Enrollment phase. 
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The detail is as follows: 

 estimate,Train,
pub,

Train,

round i

i

i

c
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c
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n
 

=   
 

∑  (3.12) 

where key 1
pub, i

N
ck ×∈   is the public key of the i  th target device ic  , estimate,Train, ick  is the 

sample cryptographic key estimated from the pre-enrolled RF features, and Train, icn  is the 

number of the pre-enrolled samples.  

The public key setting step can be done by calculating the public keys as in (3.12) for 

all of the target transmitters. 

 
1 2Pub pub, pub, pub,, , ,

Nc c ck k k = … K  (3.13) 

where key C
Pub

N N×∈K   is the public key set of all target transmitters, which can be used as 

a reference for the public key generators. 

To authenticate the public key from the input RF feature during the Authentication 

phase, a key estimation method is required to estimate a public key from a given public key 

set. We consider the similarity of the cryptographic sequences; Hamming distance is a 

valuable metric that measures the similarity of the two input sequences [110]. We can 

estimate the public key as follows:  

 
pub,

pub pub, estimate,Test
ˆ Argmin ( , )

i
ci

c
k

k H k k=  (3.14) 

where estimate,Testk  is the cryptographic key estimated from the test RF feature, H  is the 

Hamming distance between the public key and estimated key, and key 1
pub

ˆ Nk ×∈  is the final 

estimated public key of the test RF feature during the Authentication phase.  

By referencing (3.10) and (3.14), we can obtain the formulation of the RF-PubKG as 

represented by (3.9). The whole procedure for the RF-PubKG is presented in Table 3.1 (i.e., 

Algorithm 1). 
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Table 3.1 Proposed RF-PubKG algorithm, RF-PubKGF . 

Algorithm 1. Proposed RF-PubKG algorithm, RF-PubKGF . 
Input: The received RF signal s . 

Step1: Segment and Transform the target RF signal s  to the segmented RF feature Segs  on (3.2) and 
the transformed RF feature Transs  on (3.3). 
If phase is Enrollment do: 

Step 2-1: Train the RF-PubKG model Classify,KeyGenf  on (3.10) with the loss function on (3.5) 
Step 2-2: Set the public keys PubK  on (3.12) and (3.13). 

else if phase is Authentication do: 
Step 2-1: Estimate the device ID, ic  from the model output y , described in (3.10). 

Step 2-2: Estimate the public key, pubk̂ , based on the key estimation equation in (3.14). 

Output: The estimated device ID, ic , the estimated public key, pubk̂ . 

3.4.2. RF-PubKG Based Hashed RSA scheme.  

In this chapter, we aim to prove the effectiveness of the proposed RF-PubKG system. 

As a proof of concept, we demonstrate the RF-PubKG-based digital signature scheme with 

the simplified PKI configuration by replacing the CAs with the RF-PubKGs.  

This paper considers the hashed RSA algorithm as a digital signature scheme. The 

RSA algorithm is currently the most widely used PKC algorithm. The RSA is based on the 

mathematical fact that the factorization of the sufficiently large number is difficult to solve 

[111]. T, represented as follows:  

 n P Q= ⋅  (3.15) 

where P   and Q   are prime numbers, and n   is the product of these two primes. The 

factorization of the sufficiently large n  into the unknown prime numbers, P  and Q , is a 

complicated problem. However, if one of the two primes is known, calculating the other 

remaining prime becomes an easy problem. 

The RSA key generation process utilizes the above relationship to generate the public 

and private key pair. In this work, we aim to generate an RSA private key, prik , satisfying 

the following two conditions when the estimated public key, pubk , is given from Algorithm 

1.  
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 ( )pubgcd ( ), 1n kϕ =  (3.16) 

 pri pub 1(mod ( ))k k nϕ⋅ ≡  (3.17) 

where ( ) ( ) ( ): 1 1n P Qϕ = − ⋅ −  is Euler’s totient function of n  in (3.13). 

We detail the hashed RSA algorithm based on the RF-PubKG in Table 3.2 (i.e., 

Algorithm 2). To integrate the RF-based estimated public key into the RSA algorithm, the 

following two modifications are made to the conventional hashed-RSA algorithm: 

 ( )pubLSB 1k =  (3.18) 

 pub RF-PubKG
ˆ F ( )k = s  (3.19) 

where (3.18) reflects the public key for RSA key pairs that need to be odd numbers, and 

(3.19) is the expected public key that should be utilized in the verification step. 

The remaining steps align with the standard RSA algorithm; the signer signs the 

message m   with its private key prik  , denoted by RSA signature mσ  , and the verifier 

verifies the signature mσ  with its public key pubk  in verification scheme. The 'Hash-and-

Sign' paradigm, referred to as hashed RSA algorithm [106], employs a one-way hash 

function h  to convert variable-length input message m  to a fixed-length hash value m̂ . 

This conversion is computationally challenging to reverse, making it useful for constructing 

efficient and secure signatures. In this paper, SHA-256 is applied, which is well known to 

provide random oracle properties [112]. The system structure is presented in Fig. 3.3.(b). 
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Table 3.2 Hashed RSA algorithm based on RF-PubKG.  

Algorithm 2. Hashed RSA algorithm based on RF-PubKG.  
Input: The public key pubk , the user identity m , the received RF signal s  and the RF-PubKG algorithm 

RF-PubKGF . 
function pub( )Gen k  

1. Set the LSB of the pubk  as 1 (for odd number) 
2. Set the large P  and Q  as prime numbers (with the size of key / 2N  bits). 

3. Compute n P Q= ⋅  and ( ) ( ) ( )1 1n P Qϕ = − ⋅ − . 

4. Check that ( )pubgcd ( ), 1n kϕ =  

4.1 If not, do again from 2 to 4. 
5. Compute prik  where pri pub 1(mod ( ))k k nϕ⋅ ≡  
Output: Public key pub{ , }k n  and Private key pri{ , }k n . 

function pri( , )Sign k m  
1. Hash the input message, m , i.e. 256ˆ ( )m SHA m←  

2. Sign the hashed message m̂ , i.e. priˆ modk
m m nσ ←  

Output: The signature mσ  of the message m . 
function ( , , )mVrfy m σs  

1. Estimate the public key, pubk̂ , from RF-PubKGF as depicted in Algorithm 1  

if pub
ˆ

256 ( ) modk
mSHA m nσ=  then 

return True 
else: 

return False 

 Experimental Setups 

3.5.1. RF feature dataset description  

We collected a set of RF signals from real RF transmitters. Six Ultra High Frequency 

(UHF) walkie-talkie transmitters were prepared; four were the SL1M Motorola, and two 

were the BD358 Hytera. All transmitters adhered to the Digital Mobile Radio (DMR) 

standard [40], which followed the two-slot Time-Division Multiple Access (TDMA) and 

four-level Frequency Shift Keying (4FSK) modulation protocol. The RF signal consisted of 

repeated RF bursts. These bursts occurred at intervals of 30ms. Each RF burst was 

constructed from the RT, SS, and FT features described in Chapter 3.3.1. We considered the 

RT and FT features as the target RF features in this research.  

The details of the RF feature dataset are presented in Table 3.3. An average of 664 RF 
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bursts were measured for each transmitter, resulting in 3982 bursts from six transmitters. 

The RF dataset was divided into training and testing datasets at a ratio of 7:3, meaning that 

2790 bursts were used for training, while 1192 bursts were reserved for testing. 

Table 3.3 RF Feature Dataset  

Class Model Type # of Signal Acquisitions # of RF bursts 
Device 1 Model 1 

35 times 

665 
Device 2 Model 1 665 
Device 3 Model 1 665 
Device 4 Model 1 665 
Device 5 Model 2 661 
Device 6 Model 2 661 

Total classes 6 Total bursts 3982 

3.5.2. Evaluated RF Fingerprinting Models  

In this paper, we aim to demonstrate the effectiveness of the key generation approach 

rather than evaluating the classifier model. We describe the architectures of the main and 

baseline RFF models evaluated in this paper. 

There are three approaches to constructing the custom deep learning classifier: a vgg 

block in VGG [113], a residual block in ResNet [69], and an inception block in Inception-

v4 [71]. We have evaluated the RFF models with these construction approaches to 

demonstrate the generality of the RF-PubKG. 

Table 3.4 Architecture of the RF-PubKG model (Based on DIN model in [2])  

Type Filter size / Stride / padding Output Shape  

Input signal - 205x124x1 
Conv_1 3x3 / 2 / 0 102x61x32 
Conv_2 3x3 / 1 / 0 100x59x32 
Conv_3 3x3 / 1 / 1 100x59x32 

Max Pool 3x3 / 2 / 0 49x29x32 
2 x Inception Inception-A [ F 32N = ]  49x29x128 
1 x Reduction Reduction-A [ F 32N = ] 24x14x192 
2 x Inception Inception-A [ F 64N = ] 24x14x256 
1 x Reduction Reduction-A [ F 64N = ] 11x6x384 

Avg. Pool Adaptive Avg. Pooling 384 
Key Gen Layer logits keyN  

Linear logits 6 
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We constructed the main RFF model based on the inception block. The architecture 

detail is presented in Table 3.4. The design strategy of the inception block is to filter out 

input features using different receptive field sizes. This strategy was successfully 

demonstrated to be useful for understanding RF features in our previous work [2]. Based on 

this result, we adopted the DIN classifier from [2] as the main RFF model, utilizing the 

inception-A and reduction-A blocks of the inception-v4 model [71]. The only modification 

made was the introduction of the KeyGen layer as the highest hidden layer of the model, 

serving as the public key generator, as described in Chapter 3.4.1.  

A first baseline model is established using a set of vgg blocks. The design strategy of 

the vgg block employs a repeated pattern of a simple and homogeneous topology, proven 

effective in extracting complex features as the network deepens [113]. To ensure fairness in 

comparison with the main model, we simplified the VGG11 model in [113], originally 

composed of 5 vgg blocks, to just 2 vgg blocks with channel depths of 32 and 64. Similar to 

the main model, we introduced the KeyGen layer just before the FC-1000 layer. 

A second baseline model is established using the residual block. The residual block is 

designed to alleviate the vanishing gradient problem that occurs as the network goes deeper, 

through the use of a skip connection [69]. This strategy is well-reflected in [38], where the 

Hilbert spectrum of the SS feature is effectively trained by repeating 2 residual blocks. 

Baseline 2 is constructed from the RFF model structure in [38] by introducing the KeyGen 

layer just before the fc5 layer.  

The third baseline represents a conventional RFF model constructed using a CNN 

architecture. In [21], the SS features were calculated by removing the ideally encoded signal 

from the received RF signal, and these features were learned using an RFF model constructed 

with a 1D convolutional network. For the Baseline 3 model, we adapted the identification 

network from [21], converting the 1D convolutional layer to 2D, and added a KeyGen layer 

just before the final Dense layer. 

3.5.3. Ensemble RF-PubKG  

An ensemble approach is a well-known method to enhance the generalization 

performance of the classifier [74]. It aggregates the results of the multiple base classifiers to 
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make a final decision. It was reported that the stacking ensemble of the multiple RF features 

can improve the accuracy of RFF [2].  

 

Figure 3.5 Ensemble approach of RF-PubKGs: The raw key outputs from each RF-PubKG 

are combined in stacked manner in (3.20).  

We construct a stacking ensemble key generator as shown in Fig. 3.5. From the 

definition of the raw key with a single classifier in (3.10), the ensemble raw key raw,Ensemk  

for the input RF features Trans,features  can be defined as follows:  

 ( )raw,Ensem KeyGen,Classify Trans,feature
1 f

| |
k

feature
= ∑ s  (3.20) 

where { },feature RT FT∈   is the target feature of interest for stacking the ensemble 

classifier, and the other key generation algorithms in (3.10) to (3.14) operate on this 

ensemble raw key raw,Ensemk . 

 Results and Discussions 

This chapter describes the results and discussion related to the proposed RF-PubKG 

method. Accuracy and Frame Error Rate (FER) are examined across various signal-to-noise 

radio (SNR) channel conditions to evaluate the effectiveness of the RF-PubKG. To evaluate 
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system reliability, we measure clustering results for RF-PubKG outputs and the correlation 

between different public keys or RF-PubKG models. Furthermore, we quantify the size and 

time consumption of the RSA algorithm based on RF-PubKG, serving as a proof of concept 

for the RF-PubKG-based digital signature scheme, as illustrated in Fig. 3.3. These metrics, 

which will be discussed in the following subsections, provide a comprehensive evaluation 

of the proposed RF-PubKG’s performance and reliability.  

3.6.1. Public Key Estimation results  

First, we evaluate the key estimation accuracy and key estimation time of the proposed 

RF-PubKG method. Accuracy is determined by the correctness of the estimated public key, 

as defined in (3.14). Time is measured as the public key generation time from (3.10) to (3.14). 

We assume that the public key set in (3.13) is already established during the Enrollment 

phase and committed to the receiver in the Authentication phase. The results are presented 

in Tables 3.5 and 3.6.  

Table 3.5 Key Estimation Accuracy*  

RF-PubKG models Key Size 
1024 2048 4096 8192 

[P] Incep. 
RT 98.3±0.2 98.2±0.4 98.2±0.4 97.9±0.8 
FT 96.0±0.7 95.1±1.0 94.9±0.8 93.7±1.7 

Ensem. 99.7±1.0 99.5±0.2 99.6±0.3 99.4±0.4 

[B1] VGG 
RT 92.0±4.1 95.7±1.1 96.7±1.2 97.0±0.5 
FT 84.5±1.8 84.4±1.8 85.8±1.3 85.8±1.0 

Ensem. 97.2±0.7 97.6±1.1 97.6±1.0 97.9±0.8 

[B2] Res. 
RT 97.1±0.9 97.2±0.3 96.5±0.8 96.0±0.6 
FT 91.2±0.8 91.5±1.1 90.6±1.2 90.8±1.2 

Ensem. 99.1±0.4 99.0±0.4 98.4±1.0 99.1±0.4 

[B3] CNN 
RT 65.6±11.7 73.2±7.7 79.2±4.4 81.9±5.4 
FT 78.3±2.1 76.6±6.4 78.6±3.3 78.5±3.6 

Ensem. 82.3±5.8 86.4±5.1 90.1±3.0 91.4±2.4 
* Mean Accuracy (%) ± Standard Deviation, as derived from (3.14) 

Table 3.5 illustrates the public key estimation accuracy related to variations in key size. 

The FT feature achieved an average mapping accuracy of 94.9% to cryptographic sequences, 

while the RT feature achieved 98.1% accuracy. The Ensemble of RF Features yielded a 99.6% 

accuracy in mapping to cryptographic public keys. This result indicates that there were just 

five rejections out of 1192 RF bursts in the test dataset. In other words, one rejection per 

every 7.5 seconds will occur in the DMR transaction. 
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When compared to the baselines, Baseline 2 achieved an accuracy that was 0.7% lower 

than the inception block, highlighting the residual block's efficiency. However, the inception 

block maintained higher accuracy than Baseline 2 across all key size variations. This is 

consistent with the findings in [2] that the consideration of different receptive filter sizes in 

the inception block is more efficient. While Baseline 1, utilizing the vgg blocks, showed 

similar estimation efficiency, it had a nearly 2% decrease in performance. Regarding 

Baseline 3, the CNN-based RFF model, it achieved an accuracy of only 87.6%. We analyzed 

this result due to its limited structure for training RT and FT features.  

Table 3.6 Key Estimation Time 

RF-PubKG models Estimation Time* # of parameters # of branches 

[P] Incep. 
RT / FT 5.6 ± 0.1 1.1 M 

4 
Ensem. 10.8 ± 0.1 2.3 M 

[B1] VGG 
RT / FT 1.7 ± 0.0 25.8 M 

1 
Ensem. 2.6 ± 0.1 51.5 M 

[B2] Res. 
RT / FT 2.2 ± 0.0 0.3 M 

2 
Ensem. 3.8 ± 0.0 0.5 M 

[B3] CNN 
RT / FT 1.5 ± 0.0 0.8 M 

1 
Ensem. 2.2 ± 0.0 1.7 M 

* Mean Estimation Time (ms) ± Standard Deviation, as measured from (3.10) to (3.14) 

Table 3.6 presents the key estimation time for the RF feature-based public key. Using 

a single feature, the inception RF-PubKG results in an average estimation time of 5.6ms, 

while the ensemble approach results in 10.8ms. These values are greater than those of the 

other baselines, such as 2.2 ms for Baseline 3, 2.6 ms for Baseline 1, and 3.8 ms for Baseline 

2.  

Upon analysis, we observe that the time degradation is primarily correlated with the 

number of branches in RFF models, rather than with the number of parameters. For instance, 

the ResNet and inception blocks contain 2 and 4 branches, respectively. While these 

branches may appear to be calculated in parallel within the system structure, they are serially 

computed and combined in S/W implementations. This means that the inception blocks 

require 4 times as many calculations as other baselines. Even in that case, the results of the 

inception RF-PubKGs remain competitive, considering the one-slot duration of the DMR 

transaction is 30ms. We expect that the ensemble RF-PubKGs can be optimized in time by 

utilizing multiple GPU units for parallel input features.  
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As a next step, we estimate the key estimation accuracy against SNR variation 

according to the AWGN channel. From (3.1), the received signal, including the AWGN 

channel noise, is defined as follows:  

 ˆ ← +s s n  (3.21) 

where ŝ  is a noisy RF burst to which AWGN channel noise n  generated proportionally 

from normal RF burst s  is applied. SNR formulation for the AWGN noise n  is defined 

as follows:  

 
2

2
10 210 logSNR

σ

 
 =
 
 n

s
n

 (3.22) 

where n  represents the length of the n , and 2σn  represents its variation.  

As a next evaluation metric, we evaluate the FER of the proposed method. According 

to the frame definition in the TDMA protocol of the DMR standard [40], one frame consists 

of two RF burst signals. Since the RF-PubKGs operate on units of the RF burst signal, we 

can compute the probability of two RF bursts being received without error. The probabilities 

are defined as follows:   

 1BER Accuracy= −  (3.23) 

 2(1 )FER BER= −  (3.24) 

where the Burst Error Rate (BER) is the probability of an RF burst being rejected. 
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Figure 3.6 Key estimation accuracy of the RF-PubKG under AWGN channel conditions. 

The RF-PubKG achieves 97.2% at 20dB SNR, rising to 99.0% with improved channel con-

ditions.  

The estimation accuracy results in relation to SNR variation are presented in Fig. 3.6. 

With SNR over 20dB, which is generally assumed to be a good channel condition, the 

ensemble method achieved over 97.2% key estimation accuracy. This represents a 

performance improvement of more than 0.5% compared to 96.6% of the RT, 95.3% of the 

Baseline 1, and 96.7% of the Baseline 2. Baseline 3 only achieved an 83.3% accuracy, a 

degradation in performance. Especially at 25dB or higher, the inception RF-PubKGs 

achieved over 99.0% accuracy, uniquely achieving a BER of less than 1% compared to the 

other baselines.  

 

Figure 3.7 Frame error rate of the RF-PubKG under AWGN channel conditions. The RF-

PubKG achieves 5.6% at 20dB SNR, 2.0% at 25dB SNR, and decreased to less than 1.0% 

in noise-free conditions.  
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Fig. 3.7 presents the FER results. At SNR levels exceeding 20dB, the ensemble 

approach achieves an FER of 5.6%. This value decreases to 2.0% at 25dB SNR and drops 

further to less than 1.0% in noise-free conditions where no AWGN noise is added. 

Conversely, the baselines do not reach below 1.0% FER, with the lowest value being 1.9% 

for Baseline 2 in noise-free conditions. We emphasize that these results reflect the raw FER 

without the application of Error Correction Coding (ECC), a technique commonly utilized 

to enhance FER performance. We anticipate that future improvements in performance 

through ECC will be possible.  

3.6.2. Reliability of the Cryptographic Sequences  

To evaluate the reliability of the proposed RF-PubKG, we conduct a comparative 

analysis of the estimated public keys derived from both training and test datasets. To 

facilitate this comparison, we apply t-distributed Stochastic Neighbor Embedding (t-SNE) 

to our RF dataset. t-SNE is a nonlinear dimensionality reduction method to transfer a high-

dimensional data structure into a lower-dimensional space while preserving the similarity 

relationships of the data points [114]. It is primarily used for visualization and can be useful 

for discovering patterns or clusters in complex data domains. The results of the t-SNE are 

presented in Fig. 3.8.  

 

Figure 3.8 Clustering results of estimated public keys, estimatek , from RF features with the 

public key set PubK : (a) Demonstrated centrality within the training dataset; (b) Consistency 

maintained within the testing dataset. The public key set accurately establishes cluster cen-

ters during training and preserves center integrity in testing.  
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Fig. 3.8.(a). illustrates the clustering results between the public key sets PubK  and the 

public keys estimatek   estimated from the training dataset. The results show that the public 

key estimation scheme in (3.12) is simple but effectively identifies the center of each cluster. 

The key consideration for this evaluation is how well this pre-enrolled public key set aligns 

with the public keys estimated from the test dataset. The clustering result is illustrated in Fig 

3.8.(b). The result shows that the given public key set retains the centrality of the clusters in 

the test dataset. It confirms that, as described in (3.14), accurate and unique public key 

estimation is achievable through a Hamming distance-based estimation approach, when 

using the provided public key set. 

 

Figure 3.9 Correlation Matrix of the RF-PubKG. Public key correlations remain below 0.24, 

indicating the uniqueness of the generated public keys among RF transmitters. 

In Fig. 3.9, a correlation matrix of the public key sets is calculated to confirm the 

stability of the generated public cryptographic key sets. The result shows that the correlation 

between the generated Public Key of each transmitter is not significantly large, and the 

largest correlation is 0.24 between Tx1 and Tx3. This is a reasonable result considering that 

the AI model trains the dataset for optimizing the clusters with sufficient distance. This result 

confirms that the RF-PubKGs can generate unique public key sets with sufficiently different 

cryptographic sequences between the RF transmitters.  
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Table 3.7 Correlation Matrix for Key Sets Generated by Distinct RF-PubKG Models 

RFF 
Models 

Classes 
Tx 1 Tx 2 Tx 3 Tx 4 Tx 5 Tx 6 

Trial 1 1 1 1 1 1 1 
Trial 2 0.01 -0.03 0.03 -0.01 -0.03 -0.02 
Trial 3 0.00* 0.02 0.01 0.02 0.02 0.00* 
Trial 4 0.00* -0.04 0.00* 0.04 0.04 0.02 
Trial 5 -0.02 0.00* 0.00* -0.02 0.02 -0.01 
Trial 6 -0.01 0.01 -0.01 0.00* 0.00* 0.01 
Trial 7 0.00* 0.01 -0.04 -0.02 -0.02 -0.0.2 
Trial 8 0.02 -0.01 0.00* 0.00* 0.00* 0.00* 
Trial 9 -0.03 0.04 -0.02 -0.01 -0.01 0.03 
Trial 10 -0.03 0.01 0.01 -0.02 -0.02 -0.03 

* Correlation values are lower than 0.01 

Another significant aspect of evaluating the reliability of the key generator is to 

examine the variance in generated public key sets when new RFF models are being trained. 

Table 3.7 evaluates the correlations for the generated public key sets across the different 

trained RFF models. The result shows that the correlation remains consistently low, not 

exceeding 0.04. This implies that the activated node positions in the KeyGen layer are 

established through the random distribution. This observation confirms that the periodical 

re-training approach of the RFF model can enhance the overall security of the PKC system.  

Table 3.8 Quantification Analysis of RF-PubKG Based Digital Signature Scheme 

Implemented by Hashed RSA Algorithm 

Model Key 
Size 

Cert. File Size 
(Bytes) 

Cert. Gen. time 
(ms) 

Digital Signature processing time  
(ms) 

CA Sender CA Sender Gen Sign KeyGen CA  
Cert. Vrfy 

Sender 
Cert. Vrfy 

Incep.-
RSA 

1024 

Not Required** 

157.1 20.1 21.9 

Not Re-
quired 

1.3 
2048 1188.9 64.5 21.4 7.7 
4096 11990.4 314.9 22.3 56.7 
8192 195872.1 1970.7 22.9 437.2 

VGG-
RSA 

1024 153.5 19.9 16.0 1.3 
2048 1186.1 65.1 17.0 7.7 
4096 15130.7 365.7 23.2 65.8 
8192 225352.5 2286.1 28.9 505.9 

Res.-
RSA 

1024 151.0 19.9 6.9 1.3 
2048 1064.3 64.6 7.1 7.7 
4096 15844.0 365.6 9.2 65.9 
8192 245305.9 2290.9 10.2 508.0 

RSA* 

1024 1159 969 9.6 1.7 129.8 18.1 
Not Re-
quired 

1.3 0.3 
2048 1513 1322 48.5 2.4 970.4 50.2 1.2 0.7 
4096 2566 2348 495.0 6.4 13335.4 239.0 1.2 2.4 
8192 4182 3960 5974.7 32.9 194467.5 1289.5 1.6 8.3 

* Conventional hashed RSA algorithm (i.e., pubk  is  65537) 
** Public keys are directly estimated from the RF-PubKG; certificate management is NOT required.  



 - 94 -  

3.6.3. PubKGs in hashed RSA scheme  

As a proof of concept for the RF feature-based digital signature schemes, the 

implementation performance was evaluated using a hashed RSA algorithm based on the RF-

PubKG. The results for size and time consumption are presented in Table 3.8. We 

implemented a hashed RSA digital signature scheme based on the X509 certificate for the 

PKI management system using the PyCryptodome[115] and pyOpenSSL[116] libraries. The 

system overview is depicted in Fig. 3. PyCryptodome, a Python library for cryptographic 

operations that complies with the Digital Signature Standard (DSS) standard documents 

NIST FIPS 186-4 [117], is utilized to implement the RSA signature scheme. Meanwhile, the 

pyOpenSSL library, a wrapper for OpenSSL in Python, is used to construct the digital 

signature scheme with a single CA for PKIs using the X509 object packages in pyOpenSSL. 

The evaluation included evaluations of certificate file sizes and scheme operation time, thus 

confirming the concept for the proposed RF-PubKGs.  

In our evaluation, we assume that the training procedure for the RF-PubKG has 

already completed the Enrollment phase as defined in Algorithm 1. This implies that the RF-

PubKG function RFFF and Public Key Set PubK  have been committed to the sender and 

receiver before RF transmission. We artificially generate a 12-digit MAC address as a user 

identity message and evaluate the implemented signature scheme to verify this address. Our 

focus is on the analysis of time consumption and file size for constructing the PKIs. 

Specifically, we measure the time required for the Gen, Sign, and Vrfy processes as defined 

in Algorithm 2. In addition, we measure the time needed for CA certificate verification, the 

file size for PKI configuration, and the certificate generation time. 

Consequently, the proposed RF-based RSA signature is identical to the conventional 

RSA signature method except for the public key generation process from the RF-PubKGs. 

For this reason, it was confirmed that the time consumption is similar to that of the 

conventional RSA algorithm, and it even increased as the key size increased. This result can 

be anticipated, given that the method involves a larger key size than general RSA key pairs, 

which utilize a fixed public key, i.e., pubk  is 65537. 
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The proposed RF-based RSA signature scheme presents an advantage in simplifying 

the PKI structure. Through the previous discussion, we confirmed that a public key can be 

uniquely derived from the non-replicable RF features. This means that the PKI, a system for 

maintaining and managing certificates, can be simplified because the reliability of the public 

key can be sufficiently secured. As a result of the actual experiment, it is confirmed that 

Alice's signature could be verified from the public keys estimated from the received RF 

feature, and a certificate for Alice is not required to verify the public key in this process. We 

note that one person only needs a few Kbytes and tens of milliseconds, but these amounts 

can increase exponentially as the number of people managed by PKIs increases.  

This evaluation illustrates that the hierarchical model of CAs described in Chapter. 

3.3.4 can be sufficiently simplified. The complexity can be minimized, as the structure solely 

necessitates a RFF model manager responsible for the systematic updates of the RFF models. 

3.6.4. Discussion  

We have successfully evaluated the effectiveness and reliability of RF-PubKG and 

validated the concept of an RF-PubKG-based digital signature scheme using the RSA 

algorithm. This subsection discusses the impact and future work related to RF-PubKG, along 

with its drawbacks.  

Effectiveness of the RF-PubKG: RF-PubKG is a novel RFF process designed to generate 

trustworthy public keys from non-replicable RF features. It allows for the integrity 

verification of the public key, based on the device’s authenticity at the physical layer. We 

believe that RF-PubKG can enhance the efficiency of cryptographic system structures by 

being integrated into key verification processes.  

As demonstrated in Chapter 3.6.3, we implemented an RF-PubKG-based digital 

signature scheme using the RSA algorithm. This scheme efficiently validates the signature 

directly from the trustworthy public key derived from the RF-PubKG, thereby making 

certificates redundant and reducing the need for third-party CA management. Consequently, 

as depicted in Fig. 3.3, RF-PubKG considerably simplifies the operational complexities and 

resources required for PKI entities. We believe this potential application to simplify PKC 

structures holds promise for a wide range of key-based cryptography.  
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Replaceability of the PKI structure: The RF-PubKG proposed in this paper demonstrates 

potential as a replacement for PKI. The RF-PubKG achieved a key estimation accuracy of 

over 99.4% and a FER of less than 1.0%. While this performance is superior to other 

baselines, it falls short of 100%, making it insufficient to replace PKI entirely. This 

subsection will discuss the system's limitations and possible application environments. 

The advantage of RF-PubKG lies in its ability to simplify the complex PKI structure, 

even though frame drops may occur at a rate of 1.0% FER. In other words, RF-PubKG is 

suitable for application environments where the benefits of a simplified PKI can be 

maximized, despite the occurrence of slight data drops. 

First of all, it is suitable for simplifying PKI systems in IoT environments. In IoT 

settings, where various sensors periodically transmit data via RF communication, there is a 

need for lightweight PKI solutions within limited network resources [123]. For example, in 

the case of RF communication using Walkie Talkie, as demonstrated in this paper, a drop of 

approximately 30ms did not cause any issues in communication. Moreover, it is expected to 

be used in various IoT environments for lightweight PKI structures, such as Industrial IoT 

[124], smart cities, and wireless sensor networks [125]. 

Outside of IoT environments, it can also be utilized to streamline PKI structures in the 

medical [124, 126] and financial [124] sectors. Traditional PKI structures are overly complex 

and slow, making them unsuitable for the fast and efficient security systems required in fields 

like healthcare and finance. Therefore, RF-PubKG’s simplified but robust PKI system has 

significant potential for efficient use. However, given the nature of data in the financial and 

medical sectors, a 1% frame drop rate is insufficient and can cause serious issues in the event 

of errors. Hence, further research is needed to implement dual security measures or error 

correction mechanisms to minimize these risks. 

Future enhancement of the RF-PubKG: Future work will focus on addressing the 

inefficiencies of the RF-PubKG-based digital signature scheme in the context of 

cryptography. As a proof-of-concept, we employed a cascade structure that combines RF-

PubKG and the existing RSA algorithm. Although this approach shows feasibility, it was not 

optimally efficient from a cryptographic aspect, as demonstrated by the increased time 
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consumption shown in Table 3.8. These inefficiencies are drawbacks for real-world 

applications that necessitate further research into more effective cryptographic algorithms 

for managing the RF-PubKGs. 

Additionally, further research is needed to enhance the reliability of RF-PubKG. For 

the replacement of PKI systems discussed in the previous section, it is necessary to improve 

key estimation accuracy performance through dual security mechanisms or ECC-based error 

correction mechanisms to ensure reliable system operation at lower SNR levels. 

 Summary 

In this research, we have investigated the novel application of RF features in 

generating trustworthy cryptographic sequences, demonstrating the promising potential of 

RF features at the physical layer to enhance the efficiency of digital security. We proposed 

RF-PubKG, which utilizes a key generation layer within the RFF model to effectively map 

analog RF features to digital cryptographic key sequences. This work establishes a novel 

paradigm for public key generation. 

We evaluated the effectiveness of RF-PubKG. We achieved key estimation accuracy 

of over 99% for various cryptographic key lengths, with a generation time of only 10.8ms. 

In AWGN channels with an SNR level over 20 dB, these results maintained a 97.2% 

accuracy along with a 5.6% FER, which decreased below 1% as channel conditions 

improved.  

We corroborated the reliability of the RF-PubKG by validating the consistency and 

clustering centrality of the public key sets when compared to the testing dataset. We 

confirmed the independence among public keys by measuring correlation values lower than 

0.24. Notably, the ability to generate distinct key sets with updates to the RFF model was 

demonstrated by correlation values lower than 0.04, emphasizing the dynamic and adaptable 

nature of the RF-PubKG scheme.  

As a proof-of-concept, we have validated the RF-PubKG-based digital signature 
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scheme using an RSA algorithm. This scheme enhances PKI efficiency by generating 

reliable public keys directly from unique RF features, thus avoiding the complexities of 

third-party CA management. These results validate the signature verification directly from 

the RF-derived public keys, making certificates redundant. Such simplification could reduce 

the operational complexities and resource demands for PKIs, enhancing the efficiency of 

digital signature applications by simplifying the PKI entities. This process of verification 

could become less complex and resource-intensive when managing a large number of 

identities. 

This research is a pioneering exploration into utilizing RF features as cryptographic 

sequences, thereby substantiating the cryptographic viability of the proposed method. 

Research findings not only evaluate the efficiency and reliability of the RF-PubKG but also 

its applicability to real-world cryptographic scenarios. 

As a direction for future research, we plan to further improve our research findings by 

integrating ECC to improve FER rates and expanding the application of PKC to simplify 

complex hierarchical systems of cryptography. We will continue to pave the way for more 

secure and efficient cryptographic solutions derived from the potential of RF signal features. 
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 Chapter 4. Summary of Contributions and Future 

Research Direction 

 Summary of Contributions  

 

Figure 4.1 SFs-based application in the Digital Signal Processing domain. 

Earlier chapters detailed foundational research in RF Fingerprinting, which primarily 

operated with the analog feature key in the real domain and extended into cryptographic 

public keys in finite fields. This chapter explores the challenges and future research 

directions for ensuring the integrity of RF Fingerprinting systems for public use. The 

evolution from RF-based physical layer authentication to cryptographic sequence generation 

lays the groundwork for addressing more complex and distributed environments that are 

typical in modern IoT digital applications. Figure 4.1 presents the conceptual motivation for 

future SFs-based IoT digital applications.  

The first research in this dissertation, as presented in Chapter 2, focused on exploiting 

the intrinsic imperfections of RF emitters as an analog SF feature key to authenticate devices 

at the physical layer. This work achieves technical contributions by proposing an RF 

Fingerprinting system for physically secured FH signals, focusing on a detailed analysis of 

SFs feature key operations in the real domain. The RF Fingerprinting operation of the SFs 

in real domain has proven effective through direct application at the physical layer. 
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The second research in this dissertation proposed an RF-PubKG method that maps the 

analog SFs feature key operating in the real domain,  , to a public key operating in the 

finite field,  . This work achieves technical contributions by enabling the analysis of SFs 

in the finite field domain, GF(2), and shows its potential by proving that it can be used in 

cryptographic applications such as public key cryptography. 

We believe that we have paved the way for the development of trustworthy IoT 

applications using non-replicable digitized analog feature keys. Through our research, we 

have been able to extend SFs signal processing, which mainly operated in the real domain, 

to the finite domain, and we believe it should further extend to operation in the digital domain, 

i.e., DSP applications. This method is expected to address existing issues of RF 

Fingerprinting such as noise susceptibility, emitter scalability, and the difficulty of operating 

additional security systems except for the hardware non-replicable feature of the SFs. In the 

next sub-chapter, we will discuss the issues that need to be considered for the public use of 

RF Fingerprinting and future research directions. 

 Challenges and Future research directions for Public usage of RF Fin-

gerprinting  

 

Figure 4.2 Challenges in Network Usage of the RF Fingerprinting System 

For the public usage of RF Fingerprinting, it is impractical to equip every local 

environment that requires authentication with an RF Fingerprinting system; therefore, a 
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network system-based remote RF Fingerprinting system is necessary. The concept figure 

illustrating the challenges that could arise during the operation of a network system is shown 

in Figure 4.2. To ensure operation within a network system, it is necessary to consider the 

various specifications of different RF sensing nodes. In this section, we discuss the intrinsic 

difficulties that arise from the public usage of the RF Fingerprinting system on a network 

structure and describe possible strategies for handling these difficulties. 

To operate RF Fingerprinting within a network system, the following challenges 

should be considered. 

 Emitter Scalability: For public usage of RF Fingerprinting, it is necessary to 

consider a self-learning system that detects and relearns when a new emitter 

connects. Existing systems have difficulty detecting unlearned emitter signals. 

As mentioned in Chapter 2.4.6, single-label detection makes it relatively easy 

to consider detection and relearning, but multi-label detection and incremental 

learning are much more challenging and require further research. 

 Difficultiy in Additional security: The security of the RF Fingerprinting 

system starts from the non-replicable feature of SFs. While this is robust, it is 

still insufficient to guarantee a 100% perfect security system. Therefore, 

further research is needed to add additional security processing methods, such 

as ECC-based RF-PubKG and Zero Knowledge Proof, to enhance the security. 

level. 

 Interoperability for Unified RF Fingerprinting Framework: Within a 

network system, emitters can exist in various locations along with nodes 

having different RF sensing specifications. A straightforward method for 

unified operation is to prepare a sufficient number of RF samples for all 

possible emitter-sensing node combinations, but this is impractical. Therefore, 

research is needed on a robust feature extraction method that can compensate 

for this variability, and on a distributed AI learning method for a unified RF 

Fingerprinting framework that operates by transmitting only the emitter ID 

information. 



 - 102 -  

 

Figure 4.3 Proposed network system for public usage of the RF Fingerprinting 

The concept structure of the proposed network system for public usage of RF 

Fingerprinting is illustrated in Figure 4.5. For the system implementation, the following 

research ideas need to be addressed: 

 Self-Learning System: This system should be capable of detecting and 

adapting to new emitters as they connect, ensuring continuous learning and 

updating of the RF Fingerprinting database. 

 Zero Knowledge Proof: Implementing cryptographic methods to ensure 

secure communication between nodes and the central system without 

revealing sensitive information. 

 Network-Based Distributed AI System: A framework where AI models are 

distributed across various nodes, allowing for efficient processing and 

analysis of diverse RF emitter specifications. 

The implementation of a PubKG-based RF Fingerprinting network system represents 

a significant advancement in handling the inherent challenges of developing network-based 

trustworthy IoT applications. By compensating RF signal processing algorithms across 

diverse sensing specifications, the proposed system aims to enhance the scalability, security, 

and efficiency of RF Fingerprinting applications in IoT and other future digital applications. 
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 Chapter 5 Conclusions 

This dissertation has focused on the application of RF Fingerprinting within IoT 

environments, with the primary goal of enhancing security through innovative identification 

and authentication strategies. Throughout this research, we have developed systems that 

adapt RF Fingerprinting to tackle modern digital and network challenges, resulting in several 

notable contributions and findings. 

The research successfully proposed and developed the RFEI system, which is capable 

of identifying emitters operating with highly secured FH signals. This system represents a 

significant advancement in emitter identification technology, offering robust security 

measures suitable for IoT environments. Additionally, an anomaly detection algorithm was 

designed specifically for the RFEI system. This algorithm enhances the system’s robustness 

by effectively identifying unusual patterns, thereby increasing its practical applicability in 

real-world scenarios. 

Moreover, this dissertation introduced new digital signature algorithms that utilize SFs 

to streamline the PKI of PKC systems. These algorithms make the cryptographic operations 

both more efficient and secure. A pivotal achievement of this research was the successful 

transformation of SFs from the analog domain to cryptographic sequences in the digital 

domain. This transformation is essential for integrating RF Fingerprinting into digital 

communication systems and paves the way for its broader application across various digital 

platforms. 

Moving forward, future research should address several key areas to further enhance 

RF Fingerprinting systems. Developing self-learning systems capable of detecting and 

learning from new emitters autonomously is essential, as current systems struggle with 

untrained emitter signals, particularly in multi-label detection and incremental learning 

scenarios. Additionally, investigating methods like Zero Knowledge Proof to enhance the 

security of RF Fingerprinting systems is crucial. While SFs provide a non-replicable feature, 

additional security layers are necessary for robust protection. 
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Moreover, exploring frameworks where AI models are distributed across various 

nodes will allow for efficient processing and analysis of diverse RF emitter specifications. 

This includes developing edge-based feature embedding models that standardize emitter ID 

information across the network. 

The implementation of a PubKG-based RF Fingerprinting network system represents 

a significant advancement in developing trustworthy IoT applications. By compensating for 

RF signal processing across diverse sensing specifications, the proposed system aims to 

enhance the scalability, security, and efficiency in RF Fingerprinting applications. This 

system offers a promising direction for public usage and commercialization of RF 

Fingerprinting technology, paving the way for future digital infrastructures. These 

advancements are expected to drive the commercialization of RF Fingerprinting systems and 

significantly impact the development of secure and scalable IoT solutions. 
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없었으면 절대 학위과정을 마무리 하지 못했을 것임을 잘 알고 있습니다. 이 

자리를 표해 가족으로부터 받은 깊은 사랑에 감사한 마음을 전하며, 앞으로 한 

사람의 연구자로서 열심히 생활하며 받은 사랑에 보답할 수 있는 막내가 

되겠습니다.  

마지막으로, 고마우신 분들이 너무 많지만 미처 기술하지 못한 

다른분들께도 양해의 말씀과 함께 이 자리를 빌어 감사의 마음을 전합니다. 

 

2024년 06월 강주성 올림.  
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