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Preview - RF Fingerprinting

 RF Feature 기반 Physical Layer Authentication 시스템
• ‘Intrinsic imperfection’ 으로인한 RF domain 에서의신호특성

• Transient, Preamble, I/Q imbalance, etc.
• Real domain, ℝ, 에서동작하는 RF Fingerprinting. 
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Preview - RF based Cryptographic Sequence Generator

 RF Feature 기반 Cryptographic Sequence 생성시스템
• Cryptographic sequence (w. GF(2)) 로의mapping mechanism 제안

• Cryptographic application: Public Key Authentication.
• Finite Field domain, ℕ, 𝐺𝐺𝐺𝐺(𝑞𝑞), 에서동작하는 RF based Public Key Sequences. 
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Preview – What's for next?

 RF Fingerprinting application in Digital Signal Processing domain.
• 마침내 Digital domain, ℕ, 에서 processing 가능하게된 RF Intrinsic Features

• Digitized Feature Key 기반 Application research 
• Out of Distribution, Zero Knowledge Proof, Distributed AI, e.t.c….
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Preview – [Distributed AI] Distributed RF Fingerprinting system

 [Distributed AI] Public key based Distributed RF Fingerprinting system. 
 1. 분산노드환경하에서의모델학습을위한 AI 경량화기술개발
 2. Multi-agents 간의상호협력을통한 Decentralized AI 기술연구

○다른 spec에따른 RF 센싱결과상이
○통합서버에서의동일모델 operation 이불가
(로컬지역모니터링만가능)
○ Public Key 공유를통한 Decentralized AI 기술연구를통해극복

▶ RF- Public Key based 
AI Learning mechanism
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 Dean, Jeffrey, Greg S. Corrado, Rajat Monga, Kai Chen, Matthieu Devin, Quoc V. Le, Mark Z. Mao, Marc’ Aurelio 
Ranzato, Andrew Senior, Paul Tucker, Ke Yang, Andrew Y. Ng, "Large scale distributed deep networks." in Proc. 
Adv. Neural Inf. Process. Syst. (NeurIPS), vol. 25, 2012, pp. 1223–1231.

 Search Keyword
 Distributed AI
 Federated AI 

 The aim of this research
 The problem of training a deep network with billions of parameters using tens of thousands of CPU cores.

 Warning!!!
 Paper at the 2012

 Before the AlexNet, It consider the CPU cores, 
 We aim to consider how the distributed AI networks are considered at the time of beginning.

Titles
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 Aim of search
 Understanding the Origin of the Distributed AI research field

 Concepts, Core ideas, Approach intuitions, etc….

 Q) How many peoples are read this paper? 

 Most research paper ideas originate from the Origin paper in that field.
 It’s importance of the origin paper 

 Has anyone read today’s presentation paper? 
 One way to understand new research field efficiently => Find the origin paper.

 It can represent the CORE IDEA in paper writing efficiently without referencing others.

Before starting the presentation…
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 In rescent days, the use of GPUs has shown a significant advance in the training of deep networks
 It works well in a condition of non-bottleneck within the cpu-to-gpu process
 Less attractive for the problem of large-sized networks

 Contributions: Proposal of optimization algorithms for large-scale clusters of machnes (distributed learning systems).
 The DistBelief – Software framework

 Model parallelism
 Within a machine (via multithreading)
 Across machine (via message passing)

 Data parallelism
 Downpour SGD: 

 An asynchronous SGD method supporting replica learning.
 Sandblaster L-BFGS: 

 An implementation method of Sandblaster optimization-based L-BFGS (Limited memory 
Broyden-Fletcher-Goldfarb-Shanno) supporting batch optimization for model parallelism.

Introduction - contributions
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 In rescent days, the use of GPUs has shown a significant advance in the training of deep networks
 It works well in a condition of non-bottleneck within the cpu-to-gpu process
 Less attractive for the problem of large-sized networks

 Findings – for solving the large-scale nonconvex optimization;
 Asynchronous SGD works ‘very‘ well for large scale nonconvex optimization with Adagrad.
 L-BFGS is competitive with the SGD approaches

Introduction - contributions
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 How we can partition the model into multiple machines? - Model parallelism
 Users can (may) define the partitions of the model within the framework.

 Performance depends on the connectivity structure and computation cost
 144 partitions for a large model
 8 or 16 partitions for a modestly size model

 It depends on the user….??
 Issue) Waiting for the single slowest machine 

 Optimization process applied 
(Data parallelism)

Model parallelism
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 How should the data be considered to solve the slowest machine issues? 
– Data parallelism
 Distribution problem of the training procedure across multiple model instances

 A centralized sharded parameter server
 [Goal] To tolerate variance in the processing speed and the wholesale failure of the model.

 1) Simultaneously process the distinct training examples 
 2) combine their results to optimize the object function

 Two large-scale distributed optimization procedure
 Downpour SGD: Online method
 Sandblaster L-BFGS: Batch method

Data parallelism – Distributed Optimization algorithms
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 Downpour SGD
 [Concepts] Divide the data (or mini-batch) to the multiple machines 
 Fetches and Pushes are equal (vs SGD)

 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 1

Data parallelism – Downpour SGD

1fetch pushn n= =

1fetch pushn n= =1fetch pushn n= =
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 Downpour SGD – w. Adagrad
 With Adagrad adaptive learning rate 

 Increasing Robustness
 Adaptive learning rate for each separate parameter can increase the stability of the model training.

 Increase the maximum number of machines
 Eliminates stability concerns 

Data parallelism – Downpour SGD
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 Sandblaster optimization based on L-BGFS

Data parallelism – Sandblaster L-BGFS
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 Experimental models – Speech Recognition
 Speech Recognition Task 

 Time series audio signals
 Central region: Find a region where meaningful audio exist

 What kind of region contains the meaning?

Experiments – Models 
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 Model parallelism benchmarks
 Metric: Tr. time for single machine / Tr. Time for Multiple machines. 

 Moderately sized model (speech) 
 2.2x faster @ 8 machines
 Network overhead, less work per machine issues

 Larger model (speech)
 12x faster @ 81 machines 
 Continues increasing as more model implemented

Results – Model Parallelism



17 / 31

 Optimization method comparison (Speech model)
 [Goal] Obtain the maximum test set acc. In the minimum tr. Time, regardless of resource req.

 Sandblaster L-BFGS, Downpour SGD w. Adagrad can faster than GPU based processing. 

Results – Data Parallelism (1/2)
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 Optimization method comparison (Speech model)
 For comparison to a fixed resource budget. (Trade-off : Resource vs Performance) @ 16% test acc. 

 Downpour SGD w. Adagrad
 Takes less time and Fewer resources

 Sandblaster L-BFGS
 Promising the fastest training time if the computing resources are enough.

Results – Data Parallelism (2/2)
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 We consider the oration paper for starting 
the research of decentralized AI 
 Data / Model parallelism
 The most important thing is 

 How efficiently construct the 
parallelized model architecture? 

 If possible, then it can override the 
performance of single shallow 
networks.

 Q) (In Decentralized RFF) Distributed 
models are different. – Multi-agent cases?
 Future works – Try to implement the 

model parallelism for a decentralized 
RFF system.

Conclusion
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