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□ Project Overview

 ㅇ Project Title: MY AI Network

 ㅇ Goal: To address the challenges in AI development, which include securing 

high-quality training data and resolving collaborative learning issues*, 

this project aims to improve data value and model performance 

through mutual cooperation while mitigating issues. This project is 

implemented based on decentralized AI, where individuals own their 

AI models**.

   * Chat GPT model, which are representative of centralized AI, can cause several issues 

coming from their centralized nature, leading to potential social problems.

(i.e. bias, inaccuracy, security, and difficulties in protecting copyright rights)

   ** Through the application of Web3 blockchain, we can expect enhanced transparency, 

security, and trustworthiness, as well as the digitization and economic improvement 

of digital content creation through smart contracts and tokens. Furthermore, 

optimization of AI utilization governance processes can be expected within DAOs.

□ Service Overview

 ㅇ Providing Decentralized AI*** services that encourage mutual cooperation 

for individual AI owners to secure data sovereignty, productivity, and 

competitiveness.
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   *** Decentralized AI: Ensuring distributed ownership and control of AI models, individual 

data protection and safety, autonomous collaboration and interaction, and automated 

transactions with transparency in governance through smart contracts.

□ Current Project Progress

 ㅇ (Technological Differentiation) Secured papers/patents on applications, 

specialization, and foundational technologies**** (such as generative AI training, 

hyperspectral identity authentication, Verifiable Coin Toss, ECCPoW, DeSecure 

blockchain, zero-knowledge proofs, quantum-resistant cryptography, etc.) to ensure 

expertise and technological differentiation for service implementation.

 ㅇ Launch of Web3 network (WorldLand) capable of implementing the 

service.

   - Selected for the Ministry of SMEs and Startups' Technology Innovation Development 

Program (TIPS) and ongoing technology development ('22.7 - '24.6).

   - Global mainnet launch on August 8, 2023 (current average block creation time 10.4 

seconds, 1.23 million generated blocks, 673 connected wallets, 143 daily nodes).

   - Mainnet launch event on August 10, 2023, attended by over 60 relevant experts from 

academia, industry, and government (including speeches by Congressman Yang 

Hyang-ja, Chairman of the Korea ICT Convergence Association, DSRV CEO, Blockchain 

Factory CEO, Blockchain Today CEO, etc.).

   **** Secured 2 domestic patents, with 3 patent technology transfers planned (including 

knowledge SNARK proof system and method), 300+ domestic and international 

research papers from INFONET Lab, 9 international patent applications with 7 

registrations, 7 domestic patent applications with 22 registrations, and 3 

technology transfers.

□ Future Works

ㅇ (DAO) Performing the role of the WorldLand Ecosystem Growth Foundation 

through WorldLand DAO, which makes important decisions through stake 

proof.

ㅇ (WorldLand Eco) Providing decentralized services to various ecosystem 

players, including DAO foundations, investors, AI network developers, node 

operators, users, dApp operators, etc., through a decentralized ecosystem.
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Journal, (Impact factor: 4.325, Category Instruments & Instrumentation, JCR 
Quartile: Q1: JIF Percentile: 78.91, Do-Yak project). (Link) 
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Representation-Based Classification Scheme for RF Fingerprinting,” IEEE 
Communications Letters, Vol. 23, Issue 5, pp. 867-870, May 2019. (Impact Factor: 
2.723, Doyak Project) (PDF) (Used DB) (Source Code) 

iii. Manjit Kaur, Dilbag Singh, Vijay Kumar, Heung-No Lee, “MLNet: 
Metaheuristics-based Lightweight Deep Learning Network for Cervical Cancer 
Diagnosis”, IEEE Journal of Biomedical and Health Informatics, (Impact factor: 
7.021, Category Mathematical & Computational Biology, JCR Quartile: Q1: JIF 
Percentile: 93.86). (Link) 
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x. Rahman S M Wahidur, Ishmam Tashdeed, Manjit Kaur, and Heung-No Lee, 
“Enhancing Zero-Shot Crypto Sentiment with Fine-tuned Language Model and 
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production-enabled computational spectrometers based on multilayer thin 
films”, Accepted in Scientific Reports, (Impact Factor: 4.380, Category: 
Multidisciplinary Sciences, JCI Quartile: Q1: JCI Percentile: 85.55, Do-Yak 
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Green Bitcoin: Global Sound Money 
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Abstract 

 
Modern societies have adopted government-issued fiat currencies many of which exist today mainly in the 
form of digits in credit and bank accounts. Fiat currencies are controlled by central banks for economic stim-
ulation and stabilization. Boom-and-bust cycles are created. The volatility of the cycle has become increas-
ingly extreme. Social inequality due to the concentration of wealth is prevalent worldwide. As such, restoring 
sound money, which provides stored value over time, has become a pressing issue. Currently, cryptocurren-
cies such as Bitcoin are in their infancy and may someday qualify as sound money. Bitcoin today is considered 
as a digital asset for storing value. But Bitcoin has problems. The first issue of the current Bitcoin network is 
its high energy consumption consensus mechanism. The second is the cryptographic primitives which are 
unsafe against post-quantum (PQ) attacks. We aim to propose Green Bitcoin which addresses both issues. To 
save energy in consensus mechanism, we introduce a post-quantum secure (self-election) verifiable coin-toss 
function and novel PQ secure proof-of-computation primitives. It is expected to reduce the rate of energy 
consumption more than 90 percent of the current Bitcoin network. The elliptic curve cryptography will be 
replaced with PQ-safe versions. The Green Bitcoin protocol will help Bitcoin evolve into a post-quantum 
secure network. In addition, it improves the properties of Bitcoin’s hash PoW while addressing environmental 
concerns. 
 
Keywords: Bitcoin, energy consumption, error-correction codes, post-quantum security, sound money, ver-
ifiable random function 

 

I. INTRODUCTION 
 

E  the global citizens not by our choice live in a world of boom-and-bust cycles created by the Federal 
Reserve Board (FED) of the United States. In the boom phase of a cycle, the FED supplies debt-mon-

etized US dollars to the world, and supplied USDs are used to purchase real items, goods, and services from 
developing countries.  Such supplies prop up bubble markets, such as the US housing, stock, and derivatives 
markets. Global elite financial institutions, such as investment banks and hedge funds, benefit the most from 
making risky investments. When the bust part of the cycle comes, the working class worldwide suffers from 

W 
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inflation and market crashes. In the aftermath of a market crash, governments bail out financial institutions to 
prevent chain bankruptcies. Such centralized planning has disrupted societies globally [21][29]. The boom-
and-bust volatility peaked with the Dow to gold ratio has become increasingly extreme [6]. Inequality is a 
prevalent condition worldwide. Work ethics fade. Growing are speculative markets. Keeping this system in 
its current form does not help advance humanity to the next level. 

Throughout history, money has taken many forms, including gold, silver, copper, salt, and seashells [21]. 
As modern society developed, government-issued fiat currencies became normal, many of which exist in the 
form of digits in banks and credit accounts today. The soundness of money is determined by its stability; if it 
is stable, it can function as a medium of exchange, unit of account, and store of value.  Central banks know 
this and seek to stabilize their currency by controlling money supply as the economic condition changes. 
Today, however, this flexibility is often misused and overused, especially by a new government that needs to 
satisfy voters and make way for its political agenda. The boom comes from stimulation, and the bust comes 
back from monetary tightening. It seems clear that innovative measures are needed to address the current 
situation, which depends entirely on central bank policy decisions. 

Today, central banks are often tightly coupled with political powers. When new presidents come into the 
office, they are tempted to use the central bank’s power in money creation capability to fulfill their political 
agenda. The stability of money, and thus the market order, is broken in the name of economic growth and 
stabilization. Owing to the manipulation of money, monetized debts, inflation of asset prices, and growing 
inequality are rampant [4]. Thus, there is a need to restore sound money whose supply is independent of 
governments’ control, which is left alone to a free market and its self-regulation mechanisms. 

Bitcoin was humanity’s first success in creating decentralized money [21][41]. It realized a sound money 
Fredrick Hayek proposed in his book, The Denationalization of Money [22]. Its success was possible because 
of cryptographic technologies, such as SHA, digital signature algorithms, and elliptic curve cryptography. 
Currently, Bitcoin is one of the soundest currencies, but it still does not fully satisfy itself as sound money. 
For example, it does not work as a means of payment, as blockchain networks incur transaction costs that are 
too high for daily spending. A lightning protocol (along with other second-layer solutions) [53] facilitates off-
chain transactions at high speeds. Unfortunately, these solutions are not secure against post-quantum (PQ) 
attacks. 

These cryptographic primitives must be upgraded regularly. Otherwise, their use is limited and useless if 
not upgraded. IBM announced its plan to introduce quantum computers with more than four thousand qubits 
by 2023 [26]. With such advances, cryptographic algorithms used in Bitcoin are on the verge of breaking. 

The main contributions of this paper are as follows. This paper reviews Hayek’s sound money and dis-
cusses the pressing need to restore it in our society. The advantages of Bitcoin concerning its robust perfor-
mance, such as simplicity in consensus and time-energy-borne wealth characteristics, are emphasized. Sub-
sequently, a post-quantum (PQ) safe Green Bitcoin protocol is proposed. The proposed protocol can help 
achieve the majority of sound money properties. Green Bitcoin comprises two major parts: a PQ secure ver-
ifiable (self-election) coin-toss (VCT) function and a novel PQ secure proof-of-computation (PoC) primitive. 
The PoC part is built based on a newly published finding known as the error-correction code anti-ASIC proof-
of-work (ECCPoW) [30][31][33][45]. PoC primitives will make PQ safer than the ECCPoW. Environmental 
concerns can be addressed with the VCT function, aided by the PoolResistantComp protocol. This can be 
used to control the network’s energy consumption efficiency. Critical components of opcodes, such as digital 
signature algorithm, will be enhanced, and elliptic curve cryptography will be replaced with PQ safe versions. 
The Green Bitcoin protocol will help Bitcoin evolve into a post-quantum secure network. In addition, it helps 
achieve good properties of Bitcoin’s hash PoW while alleviating environmental concerns. 

The remainder of this paper is organized as follows: Section II discusses the significance of cryptocur-
rency and blockchain. Section III discusses the benefits of Bitcoin, sound money, and problems. Section IV 
presents the Green Bitcoin proposal. Novel PQ secure primitives are discussed in Section V, and a Green 
Bitcoin testbed and discussion are presented in Section VI. Section VII concludes this paper. 
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II. CRYPTOCURRENCY AND BLOCKCHAIN 
 
Cryptocurrencies are digital currencies created through encryption algorithms that can be used as a form of 
payment. Using encryption technologies, cryptocurrencies can serve as currency and virtual accounting sys-
tems. Digital wallets are used for cryptocurrency trades. Blockchain networks were developed to provide 
decentralized requirements for cryptocurrencies. Consensus, virtual machines, and peer-to-peer (p2p) net-
working are the three primary components of a blockchain. One of the most pressing demands is to 1) update 
the consensus mechanism that allows a new PQ secure and decentralized blockchain network and 2) upgrade 
the cryptographic primitives used in consensus and virtual machines to be PQ safe. 

Currently, blockchains are not PQ secure, there are environmental concerns and scalability issues. Several 
major projects have implemented Proof of Stake (PoS) paired with a Byzantine agreement (BA) algorithm to 
resolve these concerns. The PoS and BA algorithms are perhaps good for a fast-computing platform, but they 
are not secure enough for a global monetary-grade blockchain. The ideas are not new; the BA algorithm 
(developed in the 1980s [12][32]) relies on communication across committee nodes to reach a consensus, 
rendering it subject to various assaults, including DDoS (distributed denial of service) and network partition 
attacks. To scale it well in terms of the number of nodes, the committee size cannot but remain small; hence, 
decentralization is compromised. 

Blockchains are a dear but expensive solution. The blocks are stored redundantly within every consensus-
participating node, and all nodes perform the same work. Each new block is made with an effort, an enormous 
amount of time and energy, by the entire network. This is the source of the immutability of the records stored 
in the blockchain; the network must be decentralized to the maximum possible extent. The greater the number 
of individual nodes participating, the more secure the network is regarding censorship resistance, thwarting 
Sybil, and double-spending attacks [27][41]. Consider Bitcoin; each block contains a massive amount of 
computational energy stored in each block. If the block needs to be forged again, it requires the same amount 
of energy to be stored. On the one hand, the large redundancy and numerous independently working nodes 
doing the same work can be viewed as a source of security. On the other hand, it can be viewed as a waste of 
resources and a waste of energy. The blockchain trilemma [5][7][14]—it is difficult to achieve the three 
blockchain properties simultaneously such as scalability, decentralization, and security—represents a scala-
bility challenge caused by inefficient resource consumption. The complaint about energy issues leads to en-
vironmental concerns. 

Blockchain technology requires a simple protocol to withstand attacks and perform robustly for years to 
come [33]. The consensus mechanism should be able to maximize the resilience of numerous unknown attack 
vectors. How can we make it simple while accommodating many p2p nodes working together to reach a 
consensus? The participating nodes must make timely judgments and choose one block from several candidate 
blocks to be the new block attached to the status quo chain. A timely consensus decision should be distributed 
among numerous independent working nodes over the internet. Consequently, an agreement must be reached 
with as few contacts as possible among the p2p nodes. 

Frequent network delays and partitions occur on the internet. They might be caused by momentary router 
failures, traffic congestion, or purposeful antagonistic activities. Therefore, a global blockchain network must 
be resilient against possible attacks and losses. 

A consensus mechanism using hash function-based PoW [41] has been shown to provide the most decen-
tralized and secure operations. Thus, it is challenging to design a consensus mechanism that achieves all these 
needs: a large number of p2p nodes, making timely decisions while working independently, with minimal 
inter-node communication. 

III. BITCOIN, SOUND MONEY, PROBLEMS 
A. Bitcoin 

Bitcoin [41] is a newly developed type of money known as “cryptocurrency.” Some in the Bitcoin community 
believe that Bitcoin already represents sound money [23][24]. Sound money is defined as money that has a 
purchasing power determined by markets, independent of governments and political parties. There would be 
a vast difference between a world with Bitcoin and one without Bitcoin. While governments continue to print 
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cheap money, ordinary people can resort to Bitcoin. Thus, the wealth gap can be significantly reduced. We 
will come closer to a produce-first-and-spend economy rather than a debt-monetized spending-first economy. 
Bitcoin encourages savings and autonomous management of money; it does not allow bailouts. Governments 
are not held accountable for policy failure. Tax-paying individuals and corporations are the entities who are 
held accountable for the economic setbacks caused by policy failures. The use of the power to mint the cur-
rency held by governments (non-responsible entities) should be limited. That way, central banks will no 
longer be able to punish diligent savers by sprinkling them with debt-based currencies. With a stable store of 
value, people can confidently plan for the future. Zombie companies and bubble markets that thrive on gov-
ernment budgets and easy monetary policies will find it difficult to survive. 

An organism’s code of life is written at its conception. Bitcoin’s DNA, or genetic code, was carefully 
crafted by Satoshi as the soundest money ever created. Bitcoin’s genetic code can be considered a set of 
instructions designed to incentivize the coordination and organization of cellular functions. 

The genetic code of Bitcoin [41] is as follows: 
 
 Bitcoin had to be ignited to become real, so Satoshi coded a fixed supply (21 million Bitcoins) into its 

DNA. Sound money comes from this fixed supply. Due to the increase in users, miners and developers, 
Bitcoin has become more expensive over time.  Thus, the feedback loop has become self-reinforcing. 

 The mining function, that is, the one utilizing a hash PoW, is the metabolism and defense mechanism of 
Bitcoin. For instance, Bitcoin consumes a lot of electric energy to make new blocks and create virtual 
walls to protect the network from hackers. The anti-fragility of Bitcoin is attributed to PoW, which makes 
it more resistant to attacks as it grows. 

 The Bitcoin network generates a new block every 10 min on average. This rate is carefully determined 
for the robust operation of the nodes. Bitcoin nodes are scattered all over the globe; thus, they are 
separated over long distances. However, they can still communicate and coordinate effectively and have 
never stopped making new blocks since their inception in January 2009. 

B. What Is Sound Money? 

The 1974 Nobel Prize in Economics Laureate Friedrich Hayek wrote the Denationalization of Money (1976) 
[22]. He said privately issued money, which continues to develop through competition, will inevitably be 
superior to fiat money, which does not evolve because the government has exclusive power to supply it. 

“I am more convinced than ever that if we ever again have sound money, it will not come from the govern-
ment. This is issued by a private enterprise,”                                                                    Friedrich Hayek, 1977 

 
Hayek emphasizes sound money in his book. Literally translated, it can be interpreted as honest money. 

However, one may wonder what sound money is and why he emphasized it. What will happen if money is 
sound, and what will happen if it is not? As a firm definition is not given in his book, the answers to these 
questions can be examined via the statements he provides in his book. 

Today, we live in the age of fiat currencies. For example, the US dollar is a fiat currency. Fiat means “by 
government decree.” By law, the U.S. government declares the dollar to be a currency. Because the United 
States has the most powerful military and the largest economy in the world, it has gained worldwide trust, 
and the US dollar has become the world reserve currency. 

Individuals earn sound money through solid value-creation processes. To produce more gold, one has to 
mine deeper in the gold mines. Gold has been utilized for thousands of years as a means to store value for 
future use. No government can print a sound money. No government can devalue the money and weaken the 
savings. To earn other people’s money, one must provide equivalent time and energy for others. Governments 
should not be exceptions. They must also be prudent and considerate. They must win the hearts of their peo-
ples with reliable, agile and considerate services, and a clear vision. They shall be limited to printing new 
money.  

C. What Is the Problem If Money Is Not Sound? 
The US dollar has caused serious social problems, as revealed by several studies [23][25]. The dollar has been 
overused by the US government and the central bank FED in the name of “stimulating the economy,” “re-
solving the financial crisis,” and “fighting the pandemic.” Whenever a bust phase occurred, dollars were 
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printed and supplied to society. Recent examples include quantitative easing measures to address the financial 
crisis caused by subprime mortgages in 2008. The US government issues treasury bonds and the FED provides 
dollars to society by buying them. The newly issued dollars spread to the world society. Major Western ad-
vanced countries will also have to expand the supply of their currencies to resolve the negative side effects of 
the large-scale supply of dollars. 

This creates a situation where debt increases in major countries worldwide, and an oversupply of money 
is widespread. The additional money supplied each year causes real estate prices in major cities to skyrocket. 
The value of financial assets, such as the S&P 500 ETF in the US, continues to grow in a right-upward way 
by more than 15% annually. There is a huge wealth gap between those who can own these assets and those 
who cannot. Speculative markets in which unearned income can be obtained as much as the amount of over-
supplied fiat currency will grow. However, the value of honest work based on diligence, knowledge, and 
skills decreases. Knowledge-seeking and corporate activities weaken. What labor activity, what knowledge-
seeking activity, or what company's business model could produce growth rates higher than that of the S&P 
500? 

In a society where honest money reigns, bubbles weaken, and honest work is promoted. Companies invest 
in new knowledge- and skill-creation projects and develop new products and services. Honest labor and 
knowledge-seeking activities are vibrantly carried out, the workforce participating in production activities 
increases, and the economy grows robustly. Because there is no oversupply of money, no speculative bubble 
markets grow. As the speculative market disappears, more people can find a stable life through honest work. 

Gold has been used as honest money for thousands of years [21][22]. Honest money is very important to 
humans because it performs useful roles such as a means of exchange, a measure of value, and store of value. 
However, gold is not easily produced. Producing even a single gram of new gold requires someone to work 
very hard over a long period. The only way to produce gold is to mine it from the ground. All gold that exists 
on the earth’s surface has already been mined. Therefore, to mine gold today, you have to dig deeper. However, 
the production of gold has become increasingly difficult. This rarity is a key characteristic of gold. Because 
of these properties, gold was used as sound money. 

The United States adopted the gold standard through the Bretton Woods Agreement of 1944. An ounce 
of gold was pegged at 35 US Dollars. Currencies in the Western world, such as the Franc (France), Pound 
(United Kingdom), Mark(Germany), and Yen(Japan), were pegged to the US Dollar, and currencies in devel-
oped countries were pegged to gold. Therefore, these currencies of major countries around the world was 
honest. On August 15, 1971, the 37th President of the United States, Nixon, announced [55] that he would 
temporarily withdraw from the gold standard, shocking the world. Since then, there have been many reports 
that easy monetary policy has created a polarization of wealth [25]. 

D. Is Bitcoin Sound Money? 
Bitcoin has already acquired the status of an asset (a means of saving and investing) in many countries. El 
Salvador became the first country in the world to recognize Bitcoin as its legal tender on September 7, 2021. 
The US Securities and Exchange Commission (SEC) approved the Bitcoin Futures ETF on October 16, 2021 
[9]. 

Is Bitcoin already the sound money Hayek was talking about? This is believed to be so among many 
Bitcoin enthusiasts [23][24]. According to Hayek’s proposition of sound money, however, it should evolve 
through competition. Therefore, many Bitcoin hard forks should emerge in the future and continue competing 
to provide better services. As numerous new Bitcoins compete, the quality of monetary services constantly 
evolves. Fiat currency dominance will not disappear, as both the U.S. government and the FED issuing fiscal 
and monetary policies will continue to exist. In such a world, ever-evolving sound money protocols will 
provide a window through which citizens can protect themselves from the side effects of recklessly issued 
fiat currencies. 

E. What Are Good Properties to Inherit from Bitcoin? 
(Simplicity in consensus) The consensus among many p2p nodes is made every 10 min over the best-effort 
service and often-times hostile internet. How can robust operations become possible? It is interesting to focus 
on the Bitcoin consensus. The nodes in the Bitcoin network are not divided according to their job. Each node 
performs the necessary work, confirms transactions, groups them into a block, adds the proof of work, and 
publishes the block as quickly as feasible. Consensus is reached as the result of each node simply performing 
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its work for its own benefit. No node is forced to work in a time-division schedule. Each node does not need 
to adapt to the progress of the other nodes (therefore requiring no contact with each other) to obtain a consen-
sus. Every node creates blocks, and every node validates the blocks. The protocol is simple and plain. This 
simplicity results in a robust performance. Hence, blocks cannot but be kept on produced. Rewards are pro-
vided as incentives to nodes. The more effort a node makes the more opportunities it will earn rewards. Node 
righteousness is not required, and no punishment that exists in a PoS-based consensus algorithm [14] is re-
quired. 

(BA algorithms are not decentralized.) Jobs are divided under a BA algorithm. A set of nodes under the 
proposer’s name creates blocks. The proposed blocks are validated by another group of nodes, such as attest-
ers. They vote for each candidate block. Cast votes are collected and counted. A block with a satisfying 
number (i.e., supermajority) of votes was selected and connected to the status quo chain. To complete this, 
each node must fit into a tight schedule. Consequently, the time axis must be separated into slots and epochs. 
The number of nodes engaged in consensus must be limited to a few hundred to operate properly across a 
hostile environment such as the internet.  

(Time-energy-borne wealth: Bitcoin is a stored wealth transformed from time and energy.) Each 
block header contains information on time and energy consumption. Take any blocks from the past. The block 
header contains the time stamp when the block was created. The difficulty level of the puzzle is also specified. 
Using this information, one can calculate the amount of computation (hash cycles) required to solve the hash 
puzzle. It would have taken more than three years for a single node working alone to solve the hash challenge. 
But it takes only 10 min for the entire network of operating nodes distributed independently worldwide. See 
the alone impossible together possible (Al-Im-To-Po) theory [33]. Thus, it indicates that hundreds of millions 
of computing nodes have to work together at that moment to produce that block. Given the energy efficiency 
of a mining node, the amount of total energy expended to create a block can be calculated. A predetermined 
number of new bitcoins are minted on the block. It can be said that the blockchain network has transformed 
the energy spent on creating the block into the Bitcoins issued from that block. The miners invested time and 
energy, thus are deserved to get the Bitcoins reward.  

In this approach, each block generation process may be considered a new way of storing wealth. It is a 
transformation of the most basic resources of time and energy. Time and energy are the most valuable re-
sources humans have and are the most fundamental types of wealth. Thus, the coins created in each block are 
assigned a monetary value from birth. The effort and time are not squandered; they were converted into some-
thing valuable: Bitcoin. Others have used their time and energy to create important commodities and services 
such as food and building houses. One can give Bitcoin to purchase goods and services that others have 
produced and offered. 

F. What Are the Issues That Require Attention? 
There are two problems. The first is the security risk in cryptography used in Bitcoin owing to advances in 
quantum computing technology [1][17]. The second is the huge energy consumption issue of the Bitcoin 
network. 

As mentioned earlier, IBM is close to building a quantum computer that is known to break well-estab-
lished cryptographic algorithms, such as elliptic curve cryptography, digital signature algorithm, and RSA 
algorithm. President Biden has signed two executive orders [50]. The first is to address how US leadership 
can be maintained in quantum computing technology. The second is to outline the U.S. government’s strategy 
for mitigating the risks to vulnerable cryptographic systems due to advances in quantum technology. We 
address this further in Section V. 

Bitcoin’s energy consumption is enormous; its annual energy consumption has grown to 138 TWh in early 
2022, which is more than the power consumption of a country such as Norway. Its annual carbon dioxide 
emission reached 114 million tons, which is comparable to that of Belgium [49][54]. 

Bitcoin advocates claim: 
 

 The energy usage is still a very tiny proportion of global electricity consumption. 
 Miners with self-interest move to places where surplus gas, solar panel farms, hydro and wind power 

plants, low-carbon nuclear plants, and geothermal energy are available. 
 
But many still express concerns [50][54]: 
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 Chinese ban on Bitcoin mining was a response to a power deficit. 
 Kazakhstan has imposed a limit on it owing to energy shortages. 
 Sweden has called for the Europe-wide ban, blaming it for slowing climate transition.  
 Tesla has withdrawn from its plan to accept Bitcoin as a form of payment, citing environmental concerns.  

G. Alternatives miss the merits of Bitcoin 
Detractors claim that energy-intensive PoWs are the culprit. Rival currencies that use variants based on proof-
of-stake (PoS), such as Ethereum and Solana, are gaining popularity. Ethereum [14] announced its plan to 
reduce its estimated energy consumption by up to 99% with the completion of the transition to its PoS variant 
system [5][7][8][14]. Ethereum completed the Merge on September 15, 2022. 

However, PoS is known to have many obvious concerns [7][10][35]. The PoS is being introduced to 
address energy concerns and increase the transactions per second (TPS). However, the penalty may be sig-
nificant because it is neither decentralized nor secure. The PoS is not a technological advancement; it lacks 
the advantages of the PoW. It resorts to a sociopolitical solution: Plutocratic politics and the time-energy-
born wealth property is lost. Because the PoS does not retain any energy on a block, the blocks may be readily 
rewritten; hence, it is insecure. Advocates of PoS put forward a policy for bad actors, such as “your stakes 
will be confiscated if you act badly,” This is a “fixing a barn after losing a cow” approach. The richest few 
can make confidential agreements off-chain and take control of the blockchain. These off-chain conspiring 
operations leave no on-chain trace; thus, no one can become aware of them. Hence, it is sensitive to bribery 
and conspiracy [38]. There is a nothing-at-stake risk [35]. There is a risk of a grinding attack if the random 
function for selecting a block creation node is unfair or predictable [10]. 

A PoS-based alternative may serve as a global computing platform but may not be decentralized, nor 
secure and thus not suitable for a global monetary grade network such as Bitcoin. 
 

IV. GREEN BITCOIN 
 
In this section, we discuss Green Bitcoin. 

A. Key Performance Metrics 
 A set of key performance metrics of Green Bitcoin are: 
 

M1. PQ secure cryptography and consensus 
M2. Energy consumption efficiency (ECE) 
M3. Byzantine fault tolerance (1/2) 
M4. The mining schedule (21 million Bitcoin) 
M5. The block generation time (10 min average), and  
M6: The block size (1 mb)  
 

Note that M4, M5, and M6 are the same as those of Bitcoin. M1 and M2 are our major focus. We aim to 
develop a PQ secure cryptography and a new energy-efficient consensus mechanism. For M3, as later shown 
in this paper, Green Bitcoin supports a BFT of up to 50%. 

B. Green Bitcoin Consensus 
The Green Bitcoin consensus comprises two new major parts: a verifiable (self-election) coin-toss function 
(VCT) and a novel proof-of-computation (PoC) primitive. A simple PoolResistantComp algorithm can be 
used to aid these two parts. Green Bitcoin will base its PoC part on a recently published anti-ASIC technology 
known as the error-correction code proof of work (ECCPoW) [30][31][45]. A more detailed discussion on 
ECCPoW is provided in Section V.F. A critical component of the virtual machine will also be enhanced; in 
particular, elliptic curve cryptography will be replaced by our new PQ safe cryptography. 

We aim to address the PQ security and environmental concerns while maintaining decentralization. We 
will let computational challenge decreased. More nodes will be able to join the network as computational 
difficulty decreases. As a result, security will be bolstered via enhanced decentralization. The time-energy-
borne wealth property of Bitcoin will be left de-emphasized. We aim to achieve the sound money property 
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without its price relative to fiat soaring. 

Such goals will be met through the development of new on-chain means. Each node performs a simple 
task independently; the system’s simplicity allows the system to run steadily even with a large body of par-
ticipant nodes. 

The consensus protocol is simple. Each participating node can easily obey the rules, and each node per-
forms the same simple job. No job and time are divided. They need no inter-node communications to reach a 
consensus; each node performs its work independently. The same procedure is repeated for each new block; 
consensus for the current block is completed when some nodes announce the valid next block. The only 
announcement that each participant needs to keep a vigil for is the announcement of this valid new block. 
This simplicity lowers the entry barrier and invites more participating nodes. 

Thus, Green Bitcoin enables the construction of a decentralized, scalable, and secure consensus solution 
for an extremely large network of participating nodes. It works well even if the number of participating p2p 
nodes exceeds one million. 

(The base-set of p2p nodes) The base set of p2p nodes is defined as all the nodes participating in trans-
action validation and block formation. The protocol is set to perform well with base-set sizes greater than one 
million. 
     (Green Bitcoin consensus) Like the hash PoW, all nodes in the base set collaborate and contribute to 
creating each new block. Each node self-selects as a validator, attaches a proof for it, validates transactions, 
forms a block, and attaches a proof of the solution. Each node repeats this procedure for each new block. The 
benefit of this is the simplicity of the algorithm. Finality is determined by the longest chain or the amount of 
energy stored (measurable by each block difficulty level) in the blockchain. If there are two blockchains, each 
node for its own benefit will select the one with the most energy stored and connect a new block into it. 

(Verifiable coin-toss function) Let us consider a coin toss game. Every node has its own unique (secret 
key) coin. Each node tosses its coin. A coin toss features a single output that may be either a pass or fail. 
Verifiable coin-toss function (VCT) is a verifiable random function (VRF). It has two inputs. One input is the 
secret key of the node, and the other is the previous block header. Thus, each node cannot but toss this VCT 
once and only once for each block. The purpose of VCT is to provide a means to turn off a certain portion of 
the base-set nodes, thus saving energy while allowing a large number of nodes to participate. If the probability 
of failure is set to 90%, 90% of network nodes are put to rest, and thus energy savings of 90% is achieved. 
To work on a new next block, each node tosses coin again. 

We attempt to design the VCT function so that the odd of pass can be controlled. The probability of pass 
is a critical parameter that the network designer can use to change the amount of energy saving, given the size 
of the base set. For example, when the number of nodes participating in the network is small, it can be set to 
100% to maximize security. 

For those nodes that have been self-selected to perform the computing work, there are three types of 
computations: VeriComp, SolComp, and PoolResistantComp, each of which has to be performed. 

(VeriComp) validates transactions and compiles them into a new block. Each node sets out to validate 
the new block upon receiving a new block announcement. If the block is valid, the node sets out to begin 
extending a new block next to the validated block. 

(SolComp) is the computation required to solve the crypto puzzle. Each round presents a completely fresh 
crypto-puzzle. The puzzle problem is not predictable in advance, but it is determined if the preceding block 
header is fixed. Each node in the self-elected set starts the race to solve the crypto-puzzle as quickly as pos-
sible. A node with a proof of solution inserts the proof into the block header and broadcasts the new block 
instantly.  

(Coin is tossed before any energy is spent on SolComp.) In the Green Bitcoin consensus, we observed 
that all nodes participate in the same simple routine. Each node performs a random turn to form a new block 
and attaches the proof of solution. The new VCT function makes it possible for them to take random turns. 
Each node progresses into the energy hungry SolComp routine if its coin toss result is a pass.  

C.  What If Each Selected Node Forms a Mining Pool? 
It is possible that the nodes selected by tossing coins can promise a reward distribution to the unselected nodes 
and request collaboration. Selected nodes would enjoy such collaboration because they can use them to stay 
ahead in competition among the selected nodes and increase the probability of winning the block reward. 
Unless there is a deterrent to prevent selected nodes from making these choices, the proposition that VCT can 
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reduce energy consumption may turn out to be untrue. 

The key question then is: Can we find an on-chain means to discourage such cooperation? Can we find a 
way to reduce the incentive for a selected node to form a pool by itself? Such a concern has its roots in pool 
mining practice in current PoW mining networks such as Bitcoin and Ethereum Classic. In a mining pool, 
miners subscribe to a mining pool server, perform mining tasks, and share rewards by submitting proper 
solutions. 

To quickly grasp the idea, we can delineate our proposed solution for the pool-mining case. Here, the pool 
mining server is compared with one of the selected nodes in the Green Bitcoin consensus mechanism; the 
miners subscribing to the pool mining server can be compared with the unselected nodes. Each selected node 
can solicit cooperation from unselected nodes and increase its probability of winning the block reward. Un-
selected nodes can increase their chance of winning a share of the block reward by helping the selected node. 
Because both parties may benefit from such cooperation, unselected nodes continue to spend energy doing 
the SolComp work even if they were unselected in the first place by coin-toss. This would erase the energy 
reduction effect. In a pool mining protocol [46], five major steps are required for miners to obtain shared 
rewards: 

 
1) register itself as a miner to a Stratum server  
2) get the block header information 
3) work until a mining success is announced 
4) submit the mining results, and 
5) get shared rewards from the server. 

 
The key idea in breaking apart the cooperation between the selected and the unselected nodes is to create 

a conflict between them. One such scheme can be designed such that the selected node is asked to have its 
private key at risk revealed in order to delegate SolComp work to the unselected nodes.  

(PoolResistantComp) There is a method proposed in the literature [15] that aims to break the cooperative 
tie between the pool server (vis-a-vis the selected node in our case) and the miners (the unselected nodes), 
thus discouraging pool mining. This is known as a two-phase PoW system. The first PoW is the routine PoW 
part, which is the same as the existing Bitcoin crypto-puzzle. Miners seek to find the hash of the header that 
is smaller than the published difficulty parameter. The second PoW is PoolResistantComp: it is the second 
puzzle in which the miner is asked to include a critical piece of information as an input to the hash function. 
Namely, the miner is asked to have the header signed with the private key of the coin-base transaction, that 
is, SHA256 (sign (header, privkey)), and the second puzzle is resolved if a node successfully presents a hash 
of that signature that is smaller than a second difficulty parameter. 

Note here that the second puzzle cannot be relegated to unselected nodes unless each selected node takes 
the risk of revealing its private key to the unselected nodes. 

In our case, we do not need such a two-phase protocol. The PoolResistantComp routine can be incorpo-
rated right into the SolComp stage with minimal effort. The PoolResistantComp part is a routine asking for 
the inclusion of the private key corresponding to the coin-base transaction. ECCPOW  (see Fig. 1 in Ref. [45]) 
is a routine in which a decoder finds a codeword from the hash output, that is, OUT = SHA256(current block 
header). To embed PoolResistantComp into it, we can replace the hash output routine to include the private 
key’s signature, i.e., OUT = SHA256(sign(current block header, privkey)). Such a single-line update is suffi-
cient to regulate the nodes and force them to rest if they are not selected. This update does not lose the char-
acteristics of the simple and plain routine discussed in IV.B. Each node simply does its routine, regardless of 
the states of the other nodes. 
 

V. NOVEL PQ SECURE PRIMITIVES 
 
We now discuss the novel postquantum-ready and suitable cryptographic primitives. They are the novel key 
generation, sign, and verification functions; it also has a new Green Bitcoin, VRF, VCT, and VC. 

Quantum computers are known to break well-established cryptographic algorithms such as the elliptic 
curve cryptography, digital signature algorithm, and RSA algorithm. In particular, these methods are based 
on integer factorization and discrete logarithm problems, which are known not quantum-safe. In contrast, 
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code-based cryptography issues are known to be quantum-safe. 

(A brief history of early code-based cryptography) McEliece first presented code-based cryptosystems 
using binary Goppa codes in 1978 [37]. In 1986, Niederreiter proposed a knapsack-type public-key cryptosys-
tem based on error-correction codes using GRS codes [42]. Subsequently, the Niederreiter method was 
demonstrated to be as secure as the McElice cryptosystem. Sidel’nikov and Shestakov demonstrated in 1992 
that Niederreiter’s plan to employ GRS codes was insecure [48]. Various methods have been proposed to 
minimize the public key size by employing different codes, such as the Gabidulin code [18][19], algebraic 
geometry code [20][28], and Reed-Muller code [47]. However, all of these approaches ultimately proved to 
be unstable [34][44]. 

A. Recent PQ Secure Signature Primitives 
This section covers recent advances in PQ cryptography and selects a set of suitable PQ secure algorithms. 
They can be used to meet our goal of developing a PQ secure signature and a PQ secure VRF for Green 
Bitcoin. 

A digital signature (DS) algorithm comprises three parts. The first is the KeyGen component, which pro-
duces a public and private key pair. The second is the Sign part. Given the message and private key, it gener-
ates a signature. The third is the Verify component, which generates a binary pass or fail output based on a 
message and signature. 

A VRF is similar to the DS algorithm in that it comprises three functions: a KeyGen function that gener-
ates a private and public key pair, a VRF function that outputs a signature (proof), and a random number, 
given the input of a private key and a message, and a Verify function that generates an output of pass or fail, 
given the input of the public key, message, random number, and proof. 

We conducted preliminary research and discovered that Dilithium [36], Falcon [52], and Durandal [2] are 
good candidates for PQ-safe signature algorithms suitable for Green Bitcoin: the key metrics we used to select 
them are the size of the keys, the size of the signatures, the time it takes to complete a sign, and the time it 
takes to verify. 

Let us now compare them. The time unit is msec. Dilithium requires 1.4, 6.2, and 1.5 for KeyGen, Sign, 
and Verify, respectively. Falcon, however, was 197.8, 38.1, and 0.5. Durandal received four, four, and five 
points, respectively. Durandal, therefore, has the quickest signature time compared with rival methods. The 
signature time corresponds to the VRF generation time. Thus, Durandal could serve as the first candidate for 
building a fast PQ-safe VRF. It offers a code-based DS algorithm for ranking metrics. While rendering a 
quantum-safe signature, it is sufficiently concise. The signature is 4 kb (kilo byte) long, whereas the public 
key is approximately 20 kb. The signature and verification processes took only 4 ms and 5 ms, respectively. 
It is powerful, quick, and concise enough to be considered a candidate for a worldwide public monetary-grade 
blockchain, such as Green Bitcoin. 

We proceed to carefully study these candidate PQ secure algorithms and select the best one that satisfies 
all the key performance metrics of Green Bitcoin. The selected signature algorithm will be implemented using 
C++, and we will replace elliptic curve DS cryptography. 

B. Novel PQ Secure VRF, and VCT Functions 
We aimed to discuss how to create a novel PQ secure VCT function. To this end, we first need to create a 
good PQ secure VRF function. We then use it to create the VCT function. 

A VRF is a function that generates a unique random number with a unique signature (proof) attached to 
it, given a private key and message. It is distinguished from an ordinary random number generator because it 
also offers a verification procedure. Thus, any verifier can check whether the random number is properly 
calculated. The quality of the random number generated must be high; given the size of the keys, the entropy 
of the random number is maximized. 

A VRF is similar to a DS scheme, as mentioned in Section V.A. However, a significant difference was 
observed. It is the signature. The signature for a DS method needs to be non-unique stochastic by design. 
Stochastic signatures can increase security. However, for a VRF, the signature must be unique to each fixed 
input. We recall our goal of using VRF to save energy in the SolComp stage. Hence, the VRF should be 
designed to execute just once and only once every block; otherwise, the node would abuse it by running the 
VRF as many times as possible until the node produces a suitable output; no energy savings are realized as a 
result. Such enforcement is achieved if VRF generates a unique signature for a given fixed input message. 
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The input can be designed to be a piece of public information that existed before the VRF was performed, 
such as the block header of previous block. The same applies to the public keys. The public key should have 
been already posted somewhere in the blockchain before running the VRF. Therefore, the private key associ-
ated to the fixed public key is fixated. As the result, each node cannot but run it once and only once per each 
block. 

C. Our Approach 
Creating a new routine within a cryptographic algorithm is generally difficult because it changes the method’s 
security output. However, it appears that there are a few options for this scenario. Any modification to make 
a unique proof reduces the degree of freedom (DoF) in the proof part. The system can remain secure if the 
same amount of DoF is increased elsewhere. To illustrate, suppose that the DoF in the proof is reduced so 
that the proof is made unique for a given fixed input. We now aim to discuss two possible directions. First, 
we add the same degree of DoF to the random value; the VCT function may be made to accommodate this 
modification, which slightly increases the size of the random value. Second, we may take the approach of 
increasing the same degree of DoF in the private key and this will slightly increase the size of the private key. 
A right balance shall be found to ensure that such a change does not compromise security.  
 

D. Cryptanalysis for PQ secure VRF 
The security of the proposed VRF can be evaluated using routine methods [3][4] such as (a) uniqueness 
analysis, (b) collision resistance analysis, and (c) pseudo-randomness analysis. Our proposed VRF candi-
date’s performance can be measured by analyzing the time required for making the proposed signature, fol-
lowed by the hashing time and the overall time, which includes key generation, sign, proof, verification, and 
building a block [13][51]. Other factors, such as the size of private and public keys, length of signature and 
hash, computational complexity, and energy consumption, can all be included to evaluate efficiency [16]. 

E. How to Make a VCT function from the VRF Output? 
Given a new good VRF function, we aim to utilize it to create the VTC function. The VCT function accepts 
the result of the VRF function as input and produces a binary output, pass or fail. Namely, the output space 
of VRF can be partitioned into two. VRF output is a number. To create a VCT, all we need is a threshold. If 
VRF output is a number larger than or equal to the threshold, then VCT is set to give a pass output. The 
probability of pass can then be controlled by raising or lowering the threshold. The probability of pass can be 
set for any particular energy efficiency goal. 

In addition, the probability of pass can be weighted based on the option the network designer can choose. 
For example, the designer can choose to enable a PoS option. A node's probability of passing can be deter-
mined by the stake it has made on chain. 

F. PQ Safe Error-Correction Codes PoW 
For the VC part, we aim to use ECCPoW for its ASIC resistance, simplistic, time-varying, PQ ready properties. 
ECCPoW is a new VC method the first author has developed and published [30][31][45]. It is based on an 
error-correction code called low-density parity check (LDPC) code. It works like an error-correction code 
(ECC) based cryptosystem. The resistance characteristic of ECC cryptosystems to quantum Fourier sampling 
attacks has been demonstrated [11]. Faster and more secure ECC cryptosystems are still under study [1]. 
Durandal, for example, is a lightweight and secure rank-metric code-based cryptosystem [2]. 

In summary, we aim to extend ECCPoW in two ways. The first is to make it a Green Bitcoin suitable (see 
M1–M6). The second is to make it PQ safer using medium-density codes. We also aim to ensure that these 
extensions are safe from well-known security threats. 

(Difficulty Control Algorithm) The tradeoff relationship between the amount of verifiable computation 
and energy expenditure can be precisely determined. This tradeoff relationship can be used to devise a diffi-
culty control (DC) algorithm. The DC algorithm seeks to create blocks in a defined regular (average) interval 
while reacting to variation in the total number of participating p2p nodes over time. 

Here, we discuss a way to make ECCPoW PQ safer. In ECCPoW, LDPC codes are used to generate time-
varying crypto puzzles. We aim to replace it with moderate-density parity check (MDPC) codes and make 
ECCPoW PQ safer. LDPC codes do not possess any algebraic structure but only a simple combinatorial 
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property, i.e., sparsity in the parity-check matrix; this makes them postquantum secure. There have been var-
ious suggestions to make a McEliece scheme using LDPC codes [3][4][39][40]. The low-weight parity-check 
rows in the party-check matrix correspond to low-weight codewords in dual codes. As such, sparsity can be 
utilized to draw cryptographic attacks. Consequently, MDPC codes have been proposed in which the density 
is increased about ten times. Furthermore, a quasi-cyclic structure was devised for shorter public and private 
keys [43]. One famous example of this cryptosystem is BIKE, one of the third-round algorithms in NIST 
Post-Quantum cryptography (PQC) standardization [1]. 

G. BFT and Energy Consumption Efficiency of Green Bitcoin 
Each node runs the VCT, sees the outcome either as pass or fail, and advances itself to the verifiable compu-
tation stage if it is passed. Green Bitcoin, therefore, supports a BFT of 1/2. Suppose a base set of a certain 
size for Green Bitcoin nodes. To launch a 51% double-spending attack, the attacker must hold 51% of the 
seats on the SolComp Committee. Using VCT only decreases the overall size of the committee but does not 
affect its proportion. This necessitates the adversary to have 51% presence in the base set to launch a 51% 
attack. This remains valid regardless of VCT's pass probability. 

Green Bitcoin can choose a certain pass probability (PP) to determine its network’s energy consumption 
efficiency (ECE). An ECE of 90% can be achieved when PP is set to 10%. 

 

VI. TESTBED AND DISCUSSION 
A. Testbed 

The Green Bitcoin protocol suite will be developed on an existing open-source Bitcoin suite. The opcode 
table will be upgraded with the developed Green Bitcoin cryptography, replacing elliptic curve encryption for 
sign and verification. We will present emulation results on a proof-of-concept (PoC) network with a larger 
number of p2p computers. The Amazon Web Services will be used. Nodes will be scattered around the globe. 
We aim to employ more than a thousand nodes. Quantum attacks [18] will be used to assess the security of 
the PoC network. 

Similar to our ECCPoW implementation [30][45], we will use the C++ as the developer language. A new 
genesis block will be created. To build a client, Green Bitcoin will be selected as the consensus algorithm. 
After defining the chain ID and exporting the genesis, the test Green Bitcoin network will be launched. 

B. Safeguarding against Profitable Double-Spending Attacks 
The most secure PoW protocols are still vulnerable. Double-spending attacks are still possible to occur 
[27][33]. This problem is exacerbated when the network’s computational power is small. By borrowing com-
putational resources from a mining rig lending site, an attacker can launch a DS assault. If there is a profit-
taking opportunity, an attack is possible. Such an opportunity opens up as long as profits overwhelm the costs. 
The key new finding in [28] is that profitable double-spending (PDS) attacks can occur even if honest nodes 
have more than 50% of the computational resources of the network. The attacker can attempt to double-spend 
a transaction whose stake exceeds the cost of leasing mining machines from a lending service. Green Bitcoin 
aims to safeguard networks against PDS attacks. Such assaults cannot be completely forbidden, but they can 
be discouraged by lowering the profit the attacker can make and increasing the cost the attacker must bear. 
Micropayments are not affected by this, but large transactions require attention. We will develop new APIs 
based on [28] and use them to secure large transactions. These will be made available to the global research 
community. 

C. Discussion 
 Bitcoin improves self-sovereignty of individuals. One can move along with one’s stored wealth in Bitcoin 
anywhere in the world. No powerful entity can confiscate the portable wealth stored in Bitcoins. One can 
memorize the pass praise, move to a new country, and restore one’s wallet. One does not need to worry about 
bandits on the travel route or a government’s confiscation at the entry point of a port. One can make interna-
tional payments anywhere in the world using Bitcoin. Currently, Bitcoin faces energy concerns. Green Bitcoin 
resolves this with its VCT and PoolResistantComp mechanism. Bitcoin faces quantum computer risk. Green 
Bitcoin provides PQ secure computations. Green Bitcoin is a new protocol designed to retain the merits of 
Bitcoin and addresses the two pressing concerns of Bitcoin. 
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VII.  CONCLUSION 
 
Imagine a society where sound money is restored and prevails; suppose there is no cheap money. In such a 
society, when a man has money in his savings account, it means that he has done something beneficial to 
others in the past. Because this was the only way for him to earn sound money. He earned it. He was paid by 
the payer. It means he satisfied the payer. To satisfy the payer, he must have worked hard to produce useful 
goods and services. He reached his silver age. He no longer can work and produce. But he has kept sound 
money in his wallet. It has retained good value because it is a sound money. He can use it to purchase the 
valuable goods and services he needs. He does not need a government for that. He could purchase a house in 
a nice neighborhood and put food on the table for his family. Unearned income disappears in a world domi-
nated by sound money, and honest work prevails. 

We made two technical proposals to enhance Bitcoin. The new bitcoin (Green Bitcoin) addresses two 
issues: reduction of energy consumption and post-quantum computer risk. In the future, we plan to complete 
the Green Bitcoin protocol and bring forth a Green Bitcoin network to life. Green Bitcoin is a proposal to 
upgrade Bitcoin, the best sound cryptocurrency, into its quantum-safe and energy-efficient version. 
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ABSTRACT The error-correction code proof-of-work (ECCPoW) algorithm is based on a low-density
parity-check (LDPC) code. ECCPoW can impede the advent of mining application-specific integrated
circuits (ASICs) with its time-varying puzzle generation capability. Previous research studies on ECCPoW
algorithm have presented its theory and implementation on Bitcoin. In this study, we have not only designed
ECCPoW for Ethereum, called ETH-ECC, but have also implemented, simulated, and validated it. In the
implementation, we have explained how ECCPoW algorithm has been integrated into Ethereum 1.0 as a
new consensus algorithm. Furthermore, we have devised and implemented a new method for controlling
the difficulty level in ETH-ECC. In the simulation, we have tested the performance of ETH-ECC using
a large number of node tests and demonstrated that the ECCPoW Ethereum works well with automatic
difficulty-level change capability in real-world experimental settings. In addition, we discuss how stable the
block generation time (BGT) of ETH-ECC is. Specifically, one key issue we intend to investigate is the
finiteness of the mean of ETH-ECC BGT. Owing to a time-varying cryptographic puzzle generation system
in ECCPoW algorithm, BGT in the algorithm may lead to a long-tailed distribution. Thus, simulation tests
have been performed to determine whether BGT distribution is not heavy-tailed and has a finite mean. If the
distribution is heavy-tailed, stable transaction confirmation cannot be guaranteed. In the validation, we have
presented statistical analysis results based on the two-sample Anderson–Darling test and discussed how
the BGT distribution follows an exponential distribution which has a finite mean. Our implementation is
available for download at https://github.com/cryptoecc/ETH-ECC.

INDEX TERMS Anderson–Darling test, ASIC-resistant, blockchain, error-correction codes, Ethereum,
hypothesis test, LDPC, proof-of-work, simulation, statistical analysis.

I. INTRODUCTION
Blockchain is a peer-to-peer (P2P) network that consists of
trustless nodes. In a reliable P2P network, no peers (nodes)
would intentionally send wrong information to others. In con-
trast, in an unreliable P2P network (e.g., a group of trustless
nodes), the possibility that some peers may send false infor-
mation to others should be considered. For example, a node
may spread wrong or fake information to others. To address
these issues in an unreliable P2P network, Nakamoto pro-
posed using blocks and chaining these blocks with a novel
consensus algorithm [1].

The associate editor coordinating the review of this manuscript and

approving it for publication was Giambattista Gruosso .

In a blockchain, a peer sends a new block containing
transactions to other peers. These peers validate the received
block and link it to the previous block when there is no
problem in the received block, i.e., when the authenticity
of the block has been verified. A consensus algorithm is
used to accomplish this verification task. If a peer has sent
false information to others, such information is detected by
the consensus algorithm as there is no collusion among the
peers. A generated block contains information about previous
blocks, i.e., all blocks are chained; thus, if someone wants to
change one block in a chain, all previous blocks of the block
to be changed must also be changed. Therefore, unless the
network is centralized within a particular group, sending fake
information about previous blocks to new peers is impossible.
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Therefore, to prevent collusion, an unreliable network should
avoid centralization.

Nakamoto proposed a proof-of-work (PoW) system for a
consensus algorithm. In the PoW system, peers repeat a type
of work to solve a cryptographic puzzle using a hash function
(e.g., SHA256 [1] and Keccak [2]). When a peer successfully
solves a cryptographic puzzle, the peer generates a block.
In addition, the peer gets an incentive as a reward for the work
done. In an ideal PoW system, new nodes can join to work
and receive as much reward as they complete work. However,
with an increase in the price of reward, attempts have been
made to centralize the network to monopolize incentives.

Centralization is a phenomenon that occurs in PoW-based
blockchain networks. In blockchains using PoW as a consen-
sus algorithm, an oligarchy of miners with a disproportionate
share of computation resources can monopolize block gen-
eration. Such centralization negatively impacts the credibil-
ity of a blockchain. For example, in a centralized network,
a group of dominant nodes can selectively filter out some
transactions belonging to others for their benefit. New nodes
will find it difficult to earn trust and join the network in the
fear of possible unfair treatment [3], [4].

The emergence of application-specific integrated circuits
(ASICs) has accelerated the centralization of PoW. As more
nodes use ASICs in generating blocks, the computation com-
plexity in block generation increases. Thus, it has become
difficult to generate blocks using general-purpose units, such
as a central processing unit (CPU) and a graphics processing
unit (GPU). As a result, a few groups equipped with powerful
ASICs have surfaced and centralized the blockchain net-
works. To avoid centralization, researchers have proposed the
use of ASIC-resistant PoW (e.g., Ethash of [2], X11 of [12],
and Random X of [24]) and alternative consensus algo-
rithms (e.g., proof-of-stake, delegated proof-of-stake, and
Byzantium fault tolerance [25]). Networks using alterna-
tive algorithms have presented lesser decentralization effects
than those have using ASIC-resistant PoW [25]. Specifically,
in networks using alternative algorithms, only limited par-
ticipants can generate blocks, but ASIC-resistant PoW has
no limit on the number of participants. Thus, ASIC-resistant
PoW presents a more decentralized network than do alterna-
tive algorithms.

For an ASIC-resistant PoW, an error-correction code
proof-of-work (ECCPoW) algorithm was proposed [6], [7].
In ECCPoW algorithms, a hash value of a previous block
generates a varying parity-check matrix (PCM) for error cor-
rection. This varying PCM works as a cryptographic puzzle
in ECCPoW. These time-varying cryptographic puzzles make
ECCPoW ASIC resistant. It is possible to use an ASIC for
a specific fixed cryptographic puzzle. In ECCPoW, every
newly created puzzle differs from all the previously created
puzzles. As a result, if there was an ASIC for ECCPoW, such
an ASIC must cover a wide range of cryptographic puzzle
generation systems. Such a system, however, would incur
huge chip space and cost [10], [11].

FIGURE 1. Flowchart of ECCPoW Ethereum. Every miner who generates
blocks can construct a parity check matrix using a previous hash value.
A generated nonce becomes an input of a hash function. A hash vector
used for decoding can be generated using the output of a hash function.
If decoding is successful, the block is generated; otherwise, a miner
generates a new nonce to make a new hash vector for decoding.

In [7], the authors have reported that the time-varying
puzzle system may generate large block generation time
(BGT), i.e., outliers, for ECCPoW implemented on Bitcoin.
If outliers occur frequently, it is of our interest to see whether
or not the distribution of BGT is heavy-tailed with an infinite
mean [15], [26]. As a result, the proposition made in [6]
that BGT has a finite mean needs to be challenged. Previous
works on ECCPoW [6], [7] did not include sufficient real-
world experiments to conclude that BGT has a finite mean.
If BGT does not have a finite mean, ECCPoW cannot be used
as a consensus algorithm. In this paper, we aim to study the
distribution of BGT of ECCPoW implemented on Ethereum
(ETH-ECC). Our experimental results show that the BGT
distribution is not heavy-tailed and has a finite mean.

The contributions of our work are as follows:

• We show how ECCPoW is implemented on Ethereum.
• We present a method for controlling the difficulty level
in ETH-ECC and report the results of automatic dif-
ficulty level change with real-world experiments of
ETH-ECC.

• We present a goodness-of-fit result using the Anderson–
Darling (AD) test for distribution validation and discuss
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the BGT distribution follows the exponential distribu-
tion which has a finite mean.

The remainder of this paper is organized as follows.
Section II provides a background of the requirements of an
ASIC-resistant PoW. Section III demonstrates the implemen-
tation of ETH-ECC. Section IV discusses the formulation of
the problem. SectionV provides the experimental result of the
implementated ETH-ECC. Finally, Section VI summarizes
our work and concludes the paper.

II. BACKGROUND
We introduce three approaches that can be used to avoid
centralization problems in PoW. The first is an intentional
bottleneck between an arithmetic logic unit (ALU) and mem-
ory, which is used by Ethash of Ethereum [2], [5]. It is also
termed a memory-hard technique. The second is the high
complexity of ASIC design used by Dash [12], Raven [13],
and ourmethod, ECCPoW. The third is hybridmethods of two
methods; Random X of Monero uses hybrid methods [24].

A. INTENTIONAL BOTTLENECK
The most known PoW of the intentional bottleneck is Ethash
of Ethereum [2], [5]. This method uses the difference between
the throughput of ALU and the bandwidth of the memory.
If there is a bottleneck between the ALU and memory, it is
impossible to use the entire throughput of ALU. Specifically,
if a miner needs to obtain data from memory to generate a
block, the number of block generation attempts is determined
by memory bandwidth. Ethash uses a directed acyclic graph
(DAG), which is a set of randomly generated data for the
bottleneck. The DAG is a huge dataset that cannot be stored
in a cache memory; therefore, the DAG is stored in memory.
To generate a block using Ethash, a miner must mix a part
of the DAG that is stored in the memory. Owing to this
procedure, the miner cannot avoid the bottleneck because
of limited memory bandwidth. This method has been ASIC
resistant for a long time; however, Bitmain released ASIC for
Ethash in 2018.

B. HIGH COMPLEXITY OF ASIC DESIGN
Because of the high complexity of ASIC design, ASICs
are less efficient. For example, if ASICs are less efficient
than a general-purpose unit such as CPU or GPU, there is
no reason to design ASIC. X11 of Dash [12] and X16R
of Raven [13] use this method. Unlike PoW of Bitcoin,
which uses only one hash function (SHA-256), X11 uses
11 hash functions consecutively: BLAKE, BMW, Grosetl,
JH, Keccak, Skein, Luffa, Cubehash, SHAvite-3, SIMD, and
ECHO. The BLAKE, which is the first hash function of X11,
uses a block header with nonce as inputs; its output becomes
the input of the next hash function. Similarly, the next hash
function uses the output of the previous hash function. This
procedure is repeated until a result is obtained for the last hash
function. Miners determine whether they have found a valid
nonce using the output of the final hash function.

Designing an ASIC for X11 was expensive; therefore,
X11 was ASIC resistant. However, Bitmain released an ASIC
for X11 in 2016. There are a few PoW algorithms that extend
X11 (e.g., X13, X14, and X15); however, the ASICs for these
have been released. X16R of Raven is an extended version
of X11 of Dash. In X16R, unlike the previous extension of
X11, the sequence of 16 hash functions is randomly changed.
Therefore, it is costly to design an ASIC for X16R. However,
T. Black, who designed X16R, mentioned that there is some
evidence that ASICs for X16R exist [23]. Our ECCPoW
employs a time-varying puzzle generation system to make
ASCI design difficult. ECCPoW can make ASIC powerless
as the puzzle generation system changes from block to block.
We explain this further in Section III.

C. HYBRID METHODS
Random X of Monero combines the above two methods.
Random X uses memory-hard techniques for the bottleneck
with random code execution; Random X is optimized for
CPU mining [24]. In [24], they mentioned that mining can be
performed using a field-programmable gate array; however,
it will be much less efficient than CPUmining. It implies that
efficient mining hardware can be developed when the cost
of developing chipsets is low in comparison to the mining
reward. With the proposed ECCPoW, attempts in developing
efficient mining hardware can be made when the reward-
to-cost ratio increases. However, such attempts can be eas-
ily evaded since the parameters of ECCPoW can be easily
changed, such as increasing the length of code and the code
rate. The next section illustrates further the ASCI-resistance
characteristic of ECCPoW.

III. ECCPoW IMPLEMENTED ON ETHEREUM
In this section, we briefly introduce ECCPoW and present
how ECCPoW has been implemented on Ethereum using
Fig. 1. Furthermore, we present how the difficulty level of
ETH-ECC is automatically controlled.

A. OVERVIEW OF ECCPoW
In a blockchain employing the PoW consensus algorithm,
a node solves cryptographic puzzles to publish a block. For
a given puzzle, the node who solves the puzzle first obtains
the authority to publish a block. For example, in the PoW
of Bitcoin, the first node that finds a specific output of the
secure hash algorithm (SHA) obtains the authority to pub-
lish a block. The PoW of Ethereum uses Keccak instead of
SHA. The ECCPoW algorithm proposed in [6] is a PoW
consensus algorithm that uses error-correction code, which
comprises the low-density parity-check (LDPC) code [8],
as a cryptographic puzzle. The ECCPoW algorithm con-
sists of a pseudo-random puzzle generator (PRPG) and an
ECC puzzle solver. Fig. 1 presents the flowchart of the
ECCPoW algorithm. For every block, the PRPG generates
a new pseudo-random LDPC matrix. A new LDPC matrix is
distinct from the other previously generated matrices. Such
a pseudo-random LDPC matrix takes the role of issuing an
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independently announced cryptographic puzzle. The ECC
puzzle solver uses the LDPC decoder to solve the given
announced puzzle. Specifically, to publish a block, a node
is required to run through an input header until the LDPC
decoder hits a satisfying result; for instance, the output of
the decoder is an LDPC codeword (with a certain Hamming
weight). In the next subsection, we will discuss ECCPoW
implementation on Ethereum with the flowchart presented in
Fig. 1.

B. COMPARISON OF ETHASH AND ECCPoW
Ethereum uses Ethash for ASIC resistance, and ETH-ECC
uses ECCPoW for ASIC resistance. In this subsec-
tion, we present how Ethash and ETH-ECC apply
ASIC-resistance property to PoW with pseudo-codes.
Ethash uses a DAG for ASIC resistance. The DAG is a

large size of data and is typically stored in a random access
memory (RAM), not in cache memory. It implies that a
miner must access the RAM to get the DAG data. Although
the miner could be equipped with a high-throughput ALU,
the bandwidth access from the RAM to the ALU is limited.
That is, the bottleneck is the limited bandwidth of reading
DAG information from the RAM; thus, any fast ALU, e.g.,
an ASIC implementation of keccak512, exceeding this
bottleneck is of no use. This makes Ethash ASIC resistant.

When a miner reads DAG data from the RAM, the location
where the data are read varies. The location of data reading
is selected by the ‘‘mix’’; the mix is a 128-byte hash value
generated by the block header and a nonce. The mix is
updated using the Fowler-Noll-Vo (FNV) hash function. The
miner repeats this process 64 times. After updating the mix,
the miner compresses the mix; for compression, the FNV
hash is used again. Theminer returns a hash value of the result
of concatenating the compressed mix and the seed.

If this hash value is less than the desired target, the nonce
is validated, and a new block is linked to the previous block.
Algorithm 1 denotes the pseudo-code of Ethash.

Algorithm 1 Ethash
Require: block header (BH), nonce, DAG
1: Initialize seed: seed = keccak512(BH, nonce)
2: Initialize 128 bytes mix:

mix = concatenate(seed, seed)
3: for i = 0, 1, 2, . . . ,63:
4: Get data from DAG using mix:

data = DAG_lookup(DAG, mix, i)
5: update mix: mix = FNV_hash(mix, data)
6: end for
7: for i = 0, 4, 8, . . . ,length(mix):
8: Compress mix: cmix = compress_mix

(mix, i)
9: end for
10: return keccak256(concatenate(seed, cmix))

Ethash uses the intentional bottleneck for ASIC resis-
tance, but ETH-ECC aims to use a time-varying puzzle

generation system for ASIC resistance. In ETH-ECC, two
factors make the design of ASICs very difficult. One is
flexible code lengths and randomly generated PCMs. The
ECC_puzzle_solver generates a hash vector of length-
n (subsection C) using a nonce; this n determines the code
length. The development of an ASIC for a PCM with length
n cannot be realized, as the ETH-ECC network changes n and
the PCM from one block to another block. The PRPG creates
a PCM H. A PCM uses a BH as a seed; thus, it is randomly
generated. All miners that work to extend the same previous
block use the same PCM to solve the ECCPoW puzzle. Thus,
it is highly expensive, if not impossible, to implement an
ASIC that can handle a time-varying PCM [10], [11]. After
generating a hash vector and a PCM, a miner works out
how to generate an output word. If this output word satisfies
a specific condition, the miner is successful at completing
ECCPoW; e.g., the output word can be a codeword, and then,
a new block is linked to the previous block. Algorithm 2
denotes the pseudo-code of ETH-ECC. In our implementa-
tion, we have replaced Ethash and all its relevant peripheral
systems with ECCPoW; thus, it has the same requirement as
Ethash except for the DAG. We present more details about
ETH-ECC in the following subsections.

Algorithm 2 ETH-ECC
Require: block header (BH), nonce
1: Generate hash vector:

hash_vector = ECC_puzzle_solver(nonce)
2: Generate parity checkmatrix: PCM=PRPG (header)
3: output_word = decoder(PCM, hash_vector)
4: return output_word

C. ECCPoW ON ETHEREUM
In this subsection, we present how the error-correction pro-
cess is applied to ETH-ECC using Fig. 1.

C := {c|Hc = 0 ∩ c ∈ {0, 1}n×1} (1)

when a PCM H is given, a code c, satisfying (1), is referred
to as an LDPC code. The goal of the ECCPoW algorithm is
to find an LDPC code c using the PCM H, which is derived
by PRPG, and a hash vector r, which is obtained using the
ECC puzzle solver. For the PRPG, we employ the previous
hash value; the previous hash value, known as the parent hash
in the Ethereum block header, randomly generates a PCM.
Specifically, we use Gallagher’s method to create random
PCM [9]; we use the previous hash value as a seed of ran-
domness. Thus, PCMs are changed for every block; because
every node has the same seed, they use the same PCM until a
block is generated [6].

1) ECC PUZZLE SOLVER ON ECCPoW ETHEREUM
Here, we introduce the ECC puzzle solver process in
ETH-ECC. Our definitions are based on [6]. The equations
below follow the right-hand side of Fig. 1.

VOLUME 9, 2021 135945



H. Kim et al.: ECCPoW on Ethereum

Definition 1 (ECC Puzzle Solver): Hash vector r in which
the size of n can be obtained as follows:

s1 := Keccak(nonce) ∈ {0, 1}256 (2)

where Keccak denotes the hash function used in Ethash of
Ethereum [5]. We generate a nonce in the same way that
Ethereum does. Furthermore, for a longer length of a hash
vector, we use su := Keccak(s1) ∈ {0, 1}256 with u =
2, 3, . . . , l + 1. We slice or concatenate the result of Keccak
to generate a flexible length hash vector r:

r :=

{
s1[1 : n] if n ≤ 256
[s1 · · · slsl+1[1 : j]] if n > 256

(3)

where l = bn/256c and j = n−256× l. For example, when n
is less than 256, r obtains the same length as n, whereas when
n is not less than 256, r concatenates the results of Keccak.
This flexible length hash vector is used for ASIC resistance.

2) PoW OF THE LDPC DECODER
The goal of the LDPC decoder is to find a hash vector c that
satisfies Hc= 0. The definition below explains the decoding
presented in Fig. 1.
Definition 2 (Decoder): Given a PCM H, which is the size

of m× n, and hash vector r, which is the size of n, are given,
the LDPC decoder uses H and r as inputs and obtains output
c using the message-passing algorithm [6], [14]. When c
satisfies (1), c becomes an LDPC code, and aminer completes
LDPC decoding.

Dnp : {r,H} 7→ c ∈ {0, 1}n×1 (4)

A PCM H is randomly generated; however, all miners use
the same previous hash value, which is derived from the
previous block. Therefore, predicting the next PCM to mine
a block in advance is impossible. In the PoW of Ethereum,
miners change a nonce when they obtain a wrong output.
We follow the same procedure as Ethereum to obtain a hash
value from Keccak with a nonce, but ETH-ECC uses one
more step (3) to generate a hash vector for decoding. When
the code derived by (4) does not satisfy (1), the miner gener-
ates a new nonce and repeats all steps.
Our method is based on the high complexity of ASIC design

in Section II for an ASIC-resistant PoW. However, unlike the
mentioned method in Section II, ECCPoW generates vary-
ing cryptographic puzzles of high complexity. Specifically,
ECCPoW uses two factors to achieve high complexity: flex-
ible length LDPC code c and randomly generated PCM H.
ASICs can be released for the n length of code. However,
extending the length of code (e.g., n + 1) makes ASICs
powerless. Furthermore, in [10], [11], it has been proven that
implementing an ASIC that can handle variable PCMs is
expensive and occupies a lot of space. If developing an ASIC
costs more than buying a CPU or GPU, there is no incentive
to develop an ASIC. In other words, the ECCPoW algorithm
is ASIC resistant as implementing an ASIC that can handle
various lengths of changing codes and randomly generated
PCMs is inefficient.

D. DIFFICULTY-LEVEL CONTROL OF ETH-ECC
In this subsection, we demonstrate the implementation
of ETH-ECC’s difficulty-level control. Bitcoin [1] and
Ethereum [2] have different difficulty-level control meth-
ods. Furthermore, we present one way to add fine difficulty
control.

In Bitcoin, the Bitcoin network changes the difficulty
level every 2016 block; the desired BGT is 10 min for a
block. If miners generate a block every 10 min, generating
2016 blocks takes precisely 2 weeks. Thus, if generating
2016 blocks takes more than 2 weeks, the difficulty level
decreases; otherwise, the difficulty level increases. Unlike
Bitcoin, the Ethereum network changes the difficulty level
every block. Ethereum network allows for a block to be
generated between 9 and 18 s. If a block is generated within 9
s, then the difficulty level increases. If it exceeds 18 s, then the
difficulty level decreases. Because of this difference between
Bitcoin and Ethereum, ECCPoW-based Bitcoin (BIT-ECC)
and ETH-ECC also have different difficulty-level control
methods. Thus, ETH-ECC cannot use BIT-ECC’s method.
Because of the need for a new method, we demonstrate the
implementation of ETH-ECC’s difficulty level control with a
difference from Ethereum’s method.

Ethereum uses the number of attempts to generate a block
per second, termed hash rate, and a probability of block gen-
eration. Similarly, ETH-ECC uses the hash rate but considers
a probability of decoding success. In [5], the difficulty of
Ethereum is defined by the probability of block generation.
The difficulty is as follows:

n ≤
2256

Diff
(5)

It indicates that

Diff ≤
2256

n
(6)

where n denotes the result of PoW and Diff denotes the
difficulty of Ethereum. Thus, (6) means that when the dif-
ficulty level increases, the number of n that satisfies (6)
decreases. Furthermore, we can consider that the reciprocal of
difficulty is a probability of block generation. Ethereum uses
this probability and hash rate to control BGT. For example,
without replacement, when the probability of block gener-
ation is 1/150 and hash rate is 10 hash per second, brute
force takes 15 s. If the hash rate increases, such as 20 hash
per second, Ethereum’s method adjusts the probability of
BGT to 1/300. Thus, brute force takes 15 s even though the
hash rate increases.

For ECCPoW, if we can calculate a probability of decoding
success, it is possible to control the difficulty level similar
to the process in Ethereum. Thus, it is important to know
the probability of a successful LDPC decoding according
to the LDPC parameter. We use the pseudo-probability of
a successful LDCP decoding according to the parameters
to test the difficulty level change using the BGT [7]. That
is, ETH-ECC uses the probability of decoding success and
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FIGURE 2. This figure shows the simulation results of ECCPoW Ethereum on Amazon Web Services AWS). Twelv nodes are used in the simulation. The tw
nodes are bootnodes that help connect th nodes, and the other 10 nodes are sealnodes that participate i block generation. We use the m5.xlarge of AWS
EC2 for the simulation. In the charts, BLOCK TIME shows the block generation times for the last 40 blocks, and DIFFICULTY shows the difficulty levels of
the last 40 blocks. BLOCK PROPAGATION shows th percentage of the block propagation time corresponding to time.

hash rate to control the difficulty level. For example, without
replacement, when the probability of decoding success is
1/150 and the hash rate is 10 hash per second, it takes 15 s,
as in the above example of Ethereum’s method. However,
unlike Ethereum, when the hash rate increase, ETH-ECC
tunes parameters of LDPC to adjust the probability of decod-
ing success. By tuning parameters, ECCPoW achieves both
difficulty-level control and ASIC resistance. These param-
eters can be found at https://github.com/cryptoecc/ETH-
ECC/blob/master/consensus/eccpow/LDPCDifficulty_utils.
go#L65. In Fig. 2, the difficulty of ETH-ECC is 32.49 KH,
indicating that the probability of block generation is 1 of
32,490 hash.

One Way to Add Fine Difficulty Control. ECCPoW
controls difficulty using integer and discrete variable n. Thus,
it may look inappropriate to manage difficulty precisely.
However, as the number of blocks increase, block genera-
tion time (BGT) converges to the ideal BGT time, which is
suitable for a network. For example, when there exist two
difficulties: n and n+1, we can define average BGT of each
difficulty as tn and tn+1. Thus, we can define the average
BGT:

averageBGT =
αtn + βtn+1

k
(7)

where α denotes the number of generated blocks with dif-
ficulty tn, β denotes the number of generated blocks with
difficulty tn+1, and k denotes the total number of generated
blocks (TNGB). Thus, α can be replaced as α = k − β. As a
result, equation (7) is:

averageBGT =
(k − β)tn + βtn+1

k
(8)

When TNGB k is kept constant, the average BGT is deter-
mined by the number of generated blocks β in Eq. (8). Thus,
the ideal average BGT, which is suitable for the number of
nodes in a network, depends on β. In other words, when
TNGB kis low, the average BGT cannot meet the ideal

average BGT because there are not enough blocks of each
difficulty. However, as TNGB k increases, the number of
blocks corresponding to the difficulty, such as β, getting
closer to the proportion that fits the probability of block
generation. As a result, average BGT converges to the ideal
average BGT; this convergence confirms our proposition that
the network can control difficulty precisely.

IV. PROBLEM FORMULATION
In PoW, there is a case that nodes generate blocks at the
same time. Bitcoin allows only one block to be generated at
a time; Ethereum allows three blocks to generate at the same
time. However, in Ethereum, only one block can be canonical;
the other blocks cannot. Blocks that cannot be canonical are
called uncle blocks. In Ethereum, nodes rollback transactions
of uncle blocks [5]. Therefore, the transaction’s participants
must wait for block confirmation to prevent a rollback. That
is, in the blockchain using PoW, the BGT must have a finite
mean for the block confirmation time. For example, if the
BGT has an infinite mean, the waiting time for the confirma-
tion of transactions cannot be determined. Therefore, to apply
the ECCPoW algorithm in a real network, the BGTmust have
a finite mean.

In [6], the authors presented the definition of the block
generation of the ECCPoW algorithm using a hash rate with
a geometric distribution. That is, they assumed that nodes
generate a block with specific block generation attempts.
However, if the BGT has an infinite mean, there is no guar-
antee that nodes generate a block with specific attempts.
In [7], the authors presented a practical experiment using the
ECCPoW algorithm. However, they only mentioned that the
BGT of ECCPoW is ‘‘unstable.’’ That is, they mentioned
that the BGT of ECCPoW has outliers; however, they did
not present a discussion on the BGT. Thus, in this study,
we present a discussion on the BGT. Specifically, our experi-
mental result presents evidence that the exponential distribu-
tion describes the distribution of the BGT of ECCPoW.
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V. EXPERIMENT ON ETH-ECC
In this section, we conduct experiments using ETH-ECC.
First, we simulate the difficulty level change using multinode
networks. Second, we conduct a goodness-of-fit experiment
using the AD test [16]–[18] to discuss the distribution of the
BGT with a fixed difficulty level.

A. SIMULATION OF THE DIFFICULTY CHANGE
We simulate the difficulty-level change employing Amazon
Web Services (AWS) using 12 nodes. Two nodes are bootn-
odes that help connect the nodes, and the other 10 nodes
are sealnodes that participate in block generation. In the
charts presented in Fig. 2, BLOCK TIME presents the BGT
of the last 40 blocks, and DIFFICULTY shows the diffi-
culty level of the last 40 generated blocks. BLOCK TIME
and DIFFICULTY show that because of the large standard
deviation, a block is gradually generated despite the low
difficulty level, as mentioned in [7]; in the next subsection,
we discuss the BGT. In the charts presented in Fig. 2, LAST
BLOCK shows the BGT of the previous block, and AVG
BLOCK TIME shows the average of the BGT. In addition,
AVG NETWORK HASHRATE shows the average hash rate of
all miners. BLOCK PROPAGATION shows the block prop-
agation time from a miner who generated a block to other
miners. We used two different regions: Seoul and US East for
sealnodes. Specifically, 3 of the 10 sealnodes are in the US
East region, whereas the rest are in the Seoul region. BLOCK
PROPAGATION also shows the percentage of blocks that are
propagated at corresponding times. BLOCK PROPAGATION
indicates that the propagation of approximately all blocks
between Seoul and US East regions takes less than 2 s. The
block propagation is the same method as that of Ethereum.

B. STABILITY OF THE BLOCK GENERATION TIME
Fig. 2 demonstrates the importance of determining whether
varying puzzles may result in outliers. That is, in BLOCK
TIME and DIFFICULTY of Fig. 2, slow block generations
are observed despite the low difficulty level. In other words,
the observation of BGT shows outliers. If the outliers are
uncontrollable, the BGT distribution has an infinite mean
similar to the heavy-tailed distribution. An infinite mean
cannot guarantee transaction confirmation. Thus, to achieve
a stable BGT that can guarantee transaction confirmation,
the BGT must have a finite mean.

We obtain the BGT of ECCPoW Ethereum with a fixed
difficulty level to observe the type of distribution with a
finite mean the BGT follows. Specifically, if BGT follows
an exponential distribution, it has a finite mean. However,
if the BGT follows a heavy-tailed distribution, it has an
infinite mean [15]. Thus, through the goodness-of-fit experi-
ment, we aimed to discuss what type of distribution the BGT
follows. For the goodness-of-fit experiment, we set a null
hypothesis H0 and an alternative hypothesis HA:

H0 : BGT has the exponential distribution

HA : BGT does not have the exponential distribution

FIGURE 3. We did experiments for 100, 200, 300, and 400 blocks to
observe the distribution over the number of blocks. As the number of
blocks increases, the standard error decrease. That is, when the number
of blocks increases, sample distribution reflects an actual distribution of
sample distribution. In these figures, experiment results show the
tendency; the distributions of observed frequency, known as sample
distribution, follow the distribution of expected frequency.

For the goodness-of-fit experiment, we use the AD
test [16]–[18]. Other available tests can be used in the
goodness-of-fit experiment, such as the chi-square test [19],
Kolmogorov–Smirnov test [20], and AD test [16]. The
chi-square test has a restrictive assumption that all expected
frequencies should be greater or equal to 5 [21]. However,
there is no guarantee that our samples will achieve this
assumption. If we collect more samples, the chi-square test
can be used. However, the p-values used to validate the
hypotheses are affected by the number of samples. When
the number of samples increased in the chi-square test, the
p-values tend to decrease. Therefore, the assumption of the
chi-square test is inappropriate for verifying our distributions.
The Kolmogorov–Smirnov test is unaffected by sample sizes;
however, it is more sensitive to the center of the distribution
rather than the tail [22]. Wemust consider verifying the tail of
the distribution to cover all possibilities. Therefore, we have
chosen to use the AD test [16], which gives more weight to
the tail than does the Kolmogorov–Smirnov test.

C. AD TESTS
In this subsection, we discuss the AD test and verify its usage
using test examples. The AD test is used to verify if a sample
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TABLE 1. Example of the Anderson–Darling test results.

follows a specific distribution. We discuss one-sample and
two-sample AD tests. In our work, we use the two-sample AD
test; however, to clearly present our contribution, we briefly
introduce the one-sample AD test first.

1) ONE-SAMPLE AD TEST
The one-sample AD test is suitable to verify a hypothesis
that a sample set comes from a population. The one-sample
AD test is as follows. When the cumulative distribution func-
tion (CDF) of the population distribution isF(x), and the CDF
of the empirical distribution is FM (x), the one-sample AD
test [18] is used as follows:

A2M = M
∫
∞

−∞

(FM (x)− F(x))2 w(x)dF(x) (9)

and

w(x) = [F(x)(1− F(x))]−1 (10)

where M denotes the number of samples and A2M denotes
the results of the one-sample AD test. Intuitively, in (9),
if FM (x)− F(x) is 0 for all x, A2M is 0. This means that when
A2M is small, the empirical distribution FM (x) is close to the
population distribution F(x). As we have noted, we focus on
the tail of the distribution; it can be accomplished using (10).
The one-sample AD test result A2M can be used to verify
if a given sample comes from a population with a specific
distribution.

2) TWO-SAMPLE AD TEST
In our work, we want to verify that two-sample sets come
from the same unknown population. The two-sample AD
test is appropriate for such verification. The two-sample AD
test [17], [18] is as follows. There are two-sample empirical
distributions FM (x) and GN (x). The FM (x) is an empirical
distribution derived from the set F with a cardinality of the
sample set M = |F |. The GN (x) is also an empirical distri-
bution derived from the set G with a cardinality of the sample
set N = |G|. FM (x) and GN (x) are the respective sample sets

TABLE 2. The observed frequency is calculated using the histogram
in Fig. 4, and the expected frequency is calculated using the CDF of the
exponential distribution derived from the mean in Fig. 4.

FIGURE 4. This figure presents block generation time of 300 blocks when
n is 32. The mean block generation time of 300 blocks is 10.75 s, and it is
presented as a horizontal line. Such a result is converted to a histogram.
The observed frequency of Table 2 denotes the histogram of Fig. 4. The
legend at the top right shows the mean, variance, and standard deviation
of the BGT.

independently obtained from two different testing locations.
The two-sample AD test can be used to determine whether
both sample distributions come from the same distribution.
In [17], [18], the two-sample

version is defined as follows:

A2MN =
MN
K
∫
∞
−∞

(FM (x)− GN (x))2

HK (x)(1− HK (x))
dHK (x) (11)

where HK (x) = (MFM (x) + NGN (x))/K with K = M +
N . A2MN is standardized to remove the dependencies derived
by the number of samples. This standardized form is used to
calculate the p-value [17], [18]. The p-value evidences the
hypothesis test.

The two-sample AD test is suitable to verify a hypothesis
that two-sample sets come from the same population. As a
null hypothesis H0 for the two-sample AD test, we set FM (x)
to have the same population as GN (x). In addition, we set
GN (x) as an exponential distribution. Thus, if FM (x) and
GN (x) comes from same the population, that is, H0 is true,
we may consider that FM (x) is the exponential distribution.
If the p-value of the AD test is sufficiently large, it proves
that H0 is true.
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The p-value is the false positive probability under the
assumption that the null hypothesis is true. A low p-value
indicates that a test result provides evidence against the null
hypothesis; a large p-value does not. That is, a large p-value
denotes the probability of a true negative is low. The p-value
is determined from the observation of the sample data. Thus,
before observing the data, we first set the threshold signif-
icance level (TSL), TSL ∈ [0, 1]. The TSL can be used to
determine the critical value. Given a TSL and the number of
samples that are used in the AD test, the TSL table in [18]
is used to read off a value corresponding to the TSL and the
number of samples. This read-off value is called the critical
value. If the standardized A2MN is smaller than the critical
value, this result indicates that the p-value is larger than the
predefined TSL. In the TSL table of [18], the maximum TSL
is 0.25. Thus, when standardized A2MN is less than the critical
value corresponding to the 0.25 TSL, the p-value is capped
at 0.25.

3) VERIFICATION OF THE AD TEST
In this subsection, we verify the two-sample AD test method.
Verification is performed under the assumption that the input
distributions are a priori known. This will clearly illustrate
how we will use the AD test and interpret its test results.

In Table 1, we present three examples to give an insight into
the p-value of the AD test; in this example, we use true dis-
tributions for FM (x) and GN (x). In Table 1, Exp(θ ) indicates
the exponential distribution with mean θ and Normal(µ, σ )
indicates the normal distribution with mean µ and standard
deviation σ . That is, F ∼ Exp(θ ) denotes the sample set F
of FM (x); samples are derived from the exponential distri-
bution with mean θ . In Table 1 (a), we use the exponential
distribution for FM (x) and the normal distribution for GN (x);
these distributions have the same mean. This example shows
that as the number of samples increases, the p-value tends
to decrease if samples are drawn from different distribu-
tions. In Table 1 (b), we set both FM (x) and GN (x) as the
exponential distribution, but each with different mean values.
This example shows that as the number of samples increases
even though samples are drawn from the same exponential
distribution, the p-value tends to decrease if the means of
distributions are different. In Table 1 (c), we set both FM (x)
and GN (x) to be exactly the same exponential distribution.
That is, the two-sample sets F ∼ FM (x) and G ∼ GN (x)
come from the same population. This example shows that,
as the number of samples increases, the p-value tends to
increase when two-sample sets are drawn from the same
population. From these examples in Table 1, we note that
the closer the two distributions FM (x) and GN (x) are to each
other, the larger p-value is obtained.

We determine whether the AD test result of our exper-
iments indicates that FM (x) is sufficiently close to GN (x).
That is, given there are two-sample sets, one of FM (x) and
the other of the exponential GN (x), we want to determine
whether we can make a quality statement about how close the
two-sample sets are to each other according to the AD test.

TABLE 3. Anderson-Darling test result. The test result presents a large
p-value. It means that if we reject the null hypothesis, the probability of a
true negative is low.

The AD test result presents a significant p-value, i.e., p ≥
0.25; it is a necessary condition but not a sufficient one for
the case that the two distributions are the same. In other
words, if a decision is made to reject the null hypothesis,
that is, the distribution FM (x) is not close to the exponential
distributionGN (x), such a decision will result in an error with
a probability greater than 0.25.

D. APPLICATION OF AD TEST TO BGT DISTRIBUTION
In this subsection, we use the AD test to determine the
distribution of the BGT of ETH-ECC. For this experiment,
90 threads were used to generate a block. We experimented
using a fixed code length to observe the BGT without chang-
ing the difficulty level. In the test, two kinds of code length n
are used: 32 and 36. These are the two lowest types of code
length n in our pseudo-difficulty table used in the simulation.
We divided the BGT into 10 intervals between the minimum
BGT and maximum BGT for a histogram. For example,
when the minimum BGT is 10 and the maximum BGT is
20, there are 10 intervals, i.e., [10,11], [11,12], . . . , [19,20].
Using these intervals, we count the observed frequency of the
BGT data.We setFM (x) using the observed frequency and set
GN (x) using the mean of the BGT data. The mean in Fig. 4 is
used for the expected frequency of GN (x) in Table 2. That
is, the mean in Fig. 4 is used as 1/λ for the CDF of the
exponential distribution GN (x):

GN (x) = 1− e−λx (12)

The expected frequency of Table 1 is calculated using the
integral ofGN (x) corresponding to the interval time. Because
GN (x) is the exponential distribution, if FM (x) is close to
GN (x) we may consider FM (x) is an exponential distribution.

135950 VOLUME 9, 2021



H. Kim et al.: ECCPoW on Ethereum

E. DISCUSSION ON AD TEST RESULTS
Fig. 4 shows the example result of the BGT over differ-
ent blocks. Each block denotes the trial to obtain the BGT.
We converted the test results, such as those in Fig. 4, to a
distribution over time to analyze the BGT. These converted
distributions are presented in Fig. 3. Fig. 3 presents the plots
of the distribution of the observed and expected frequencies.
These frequencies are calculated using the method described
in Section V-D.

When we obtain a distribution using a sample set, there is
a standard error; the standard error is high when the number
of samples in the set is small. The standard error is expressed
as

σ
√
N

where σ denotes the standard deviation of a population and
N denotes the cardinality of the sample set. The standard
error decreases as the number of samples increases. Thus,
the sample distribution becomes closer to the actual distribu-
tion of the observed samples. If the sample distribution, which
reflects the actual distribution, differs from the expected dis-
tribution, we can observe that the sample distribution differs
from the expected distribution. To observe the tendency of
distribution over some blocks, we experimented with 100,
200, 300, and 400 blocks. Fig. 3 shows that the distribution
of the observed frequency tends to follow the distribution of
the expected frequency. In addition, Table 3 shows that the
observed mean and standard deviation tend to converge as the
number of blocks increases.

Furthermore, for the quantitative analysis, we use the AD
test. Table 3 presents the AD test results to discuss hypotheses
H0 and HA. These results show a similar result in Table 1 (c).
In Table 1 (c), we drew samples from the same true dis-
tribution; the results present the largest possible p-value.
All p-values in Table 3 are larger than or equal to 0.25,
regardless of the number of blocks. In other words, if the
null hypothesis is rejected, this decision will cause an error
with a probability greater than 0.25. That is, the decision that
the BGT distribution FM (x) does not follow the exponential
distribution could be made with a high decision error.

VI. DISCUSSION
The purpose of ECCPoW is not to replace the current PoW
of Ethereum. We propose our algorithm to present as one
of the options for the Ethereum network. Ethereum can be
utilized, for example, not only in a large-scale network but
also in local-scale networks. To support a local-scale net-
work, Ethereum provides PoW and PoA(Proof-of-Authority)
as consensus algorithms. These algorithms have limitations
for the local-scale network. For instance, PoW based local
network has a risk of a double-spending attack by ASIC
miners; PoA based network has a limitation of a participant
because the time complexity of a PoA increases exponentially
when the number of participants increases. Our algorithm,
ECCPoW, can be utilized in such cases for the benefit of

offering a novel PoW that allows numerous participants with
deterrence to ASIC-borne attacks. In addition, our novel
ECCPoW may open up for an expected use and thus untrav-
eled future to Ethereum.

Extensive Simulation Set up at AWS. We have recruited
twelve instances on Amazon Web Service (AWS) EC2; each
instance of EC2 instancesworks as a node in a blockchain net-
work. The cost of using AWS EC2 increases rapidly because
PoW utilizes all the resources of instances. We were able to
confirm that this scale of the experiment was good enough to
achieve our main goal, which is aimed at verifying the stabil-
ity of the block generation time of ECCPoW Ethereum. AWS
simulation was done to obtain the trace data of block gener-
ation times. The twelve nodes employed in our simulation
were divided into two different kinds of nodes. One kind is
bootnodes which help the nodes connected. Nodes that want
to join a network are connected to bootnodes first. After con-
nection, bootnodes relay nodes to other nodes. In Ehtereum,
bootnodes addresses are hardcoded on source codes, but it
is possible to set bootnodes addresses manually for private
networks. We have chosen two bootnodes. The other kind of
nodes are sealnodes that participate in block generation as
a miner in the PoW network. We have chosen the number of
sealnodes to be 10.We use them5.xlarge of AWSEC2, which
has conventional node specification: four virtual CPUs and
16 GB memory for the real-world simulation. All nodes are
deployed by Docker according to the guidance of Ethereum.
Thus, all of our simulation results, which are shown in Fig. 2,
are reproducible.

VII. CONCLUSION
In this work, we present the implementation, simulation, and
validation of ETH-ECC. In the implementation, we showed
how Ethereum can be updated with ECCPoW as its new con-
sensus algorithm. In the simulation, we conducted a multin-
ode experiment using AWS EC2. The results showed that
ETH-ECC with its adaptive difficulty-level controllability
is successfully implemented. In the validation, we showed
statistical results in which the necessary condition for a
finite mean BGT is satisfied such that the distribution of the
ECCPoW block generation time is exponential.
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An Information-Theoretic Study for Joint Sparsity
Pattern Recovery With Different Sensing Matrices
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Abstract— In this paper, we study a support set reconstruction
problem for multiple measurement vectors (MMV) with different
sensing matrices, where the signals of interest are assumed to be
jointly sparse and each signal is sampled by its own sensing
matrix in the presence of noise. Using mathematical tools, we
develop upper and lower bounds of the failure probability of the
support set reconstruction in terms of the sparsity, the ambient
dimension, the minimum signal-to-noise ratio, the number of
measurement vectors, and the number of measurements. These
bounds can be used to provide guidelines for determining the
system parameters for various compressed sensing applications
with noisy MMV with different sensing matrices. Based on the
bounds, we develop necessary and sufficient conditions for reli-
able support set reconstruction. We interpret these conditions to
provide theoretical explanations regarding the benefits of taking
more measurement vectors. We then compare our sufficient
condition with the existing results for noisy MMV with the same
sensing matrix. As a result, we show that noisy MMV with
different sensing matrices may require fewer measurements for
reliable support set reconstruction, under a sublinear sparsity
regime in a low noise-level scenario.

Index Terms— Compressed sensing, support set reconstruction,
joint sparsity structure, multiple measurement vectors model.

I. INTRODUCTION

CONVENTIONALLY, signals sensed from sensors such
as microphones and imaging devices are sampled fol-

lowing the Shannon and Nyquist sampling theory [1] at a rate
higher than twice the maximum frequency for signal recon-
struction. As the number of samples decided by this theory is
often large, the samples go through a compression stage before
being stored. Therefore, taking numerous samples, where most
of them will be discarded in this stage, is inefficient. Because
compressed sensing (CS) [2]–[7] removes the inefficiency,
CS has been applied in various areas such as wireless commu-
nications [8]–[11], spectrometers [12], multiple input multiple
output (MIMO) radars [13], magnetic resonance imaging [14],
and imaging/signal processing [15]–[17].

The CS theory states that signals that are sparsely rep-
resentable in a certain basis are compressively sampled
and reconstructed from what we thought is incomplete
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in information. Let x ∈ R
N be a K-sparse vector with a support

set I := {i |x (i) �= 0 } whose indices indicate the positions of
the nonzero coefficients of x. It is compressively sampled by
a model called single measurement vector (SMV) as follows:

y = Fx + n (1)

where y ∈ R
M is a (noisy) measurement vector, F ∈ R

M×N

is a sensing matrix, and n ∈ R
M is a noise vector, whose

elements are independent and identically distributed (i.i.d)
Gaussian with a zero mean and a σ 2 variance. Once the
support set is correctly reconstructed, then (1) can be well-
posed, which allows us to obtain an accurate estimate of x
using the least square approach. We thus aim to focus on the
support set reconstruction problem.

A. Information-Theoretic Works for CS With SMV

Works [18]–[23] have studied the support set reconstruc-
tion problem from an information-theoretic perspective. For
reliable support set reconstruction, sufficient and necessary
conditions were established in the linear and sublinear sparsity
regimes.

For support set reconstruction, Wainwright [18] used the
union bound to establish a sufficient condition on the number
of measurements M for a maximum likelihood (ML) decoder
and used Fano’s inequality [24] to obtain a necessary condition
on M . This ML decoder was analyzed by Fletcher et al. [19]
to establish a necessary condition on M . Aeron et al. [20]
used Fano’s inequality to form necessary conditions on both
M and σ 2. Then, they used the union bound to obtain sufficient
conditions on both M and σ 2 for their sub-optimal decoder.
Akcakaya and Tarokh [21] used the union and the large
deviation bounds based on empirical entropies to get sufficient
conditions on M for their joint typical decoder. They used
the converse of the channel coding theorem to get necessary
conditions on M . Scarlett et al. [22] extended this decoder [21]
with the assumption that the distribution of the support set
is provided. For a uniform distribution case, their necessary
and sufficient conditions are equivalent to those of [21].
However, they are better for a non-uniform distribution case.
Scarlett and Cevher [23] linked the support set reconstruction
with the problem of coding over a mixed channel, where
information spectrum methods were used to obtain necessary
and sufficient conditions on M .

B. Information-Theoretic Works for CS With MMV

CS has many applications in wireless sensor net-
works (WSNs) [8]–[11] and MIMO radars [13]. In these
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applications, the signals of interest xs ∈ R
N , s = 1, 2, · · · , S

are often modeled as jointly K-sparse vectors, implying that
I = I1 = I2 · · · = IS , where Is is the support set of xs and
|I| = K , which is referred to as a joint sparsity structure.

There are two models for sampling jointly K-sparse vectors.
The first model is called multiple measurement vectors (MMV)
with the same sensing matrix [25], in which they are sampled
by the same sensing matrix. The second model is named as
MMV with different sensing matrices [8], [9], in which each
one is sampled by its own sensing matrix.

The authors of [26]–[28] have conducted information-
theoretic research to obtain conditions under which the sup-
port set of both the models was reconstructed with a high
probability. In noisy MMV with the same sensing matrix,
Tang and Nehorai [26] used the hypothesis theory to obtain
necessary and sufficient conditions on both the number of
measurements M and the number of measurement vectors S,
and proved that the success probability of the support set
reconstruction increases with S, if M = �

(
K log N

K

)
.

Jin and Rao [27] exploited the communication theory to
establish necessary and sufficient conditions on M and demon-
strated the benefits of the joint sparsity structure based on their
conditions. A detailed comparison between the results of our
paper and those of [27] will be presented in Section IV. Finally,
Duarte et al. [28] studied noiseless MMV with different sens-
ing matrices, and formed necessary and sufficient conditions
on M . However, it is difficult to apply the conditions to noisy
MMV with different sensing matrices.

Meanwhile, works [8], [29], [30] have presented con-
ditions of practical algorithms for a reliable support set
reconstruction. In noiseless MMV with the same sensing
matrix, Blanchard and Davies [30] obtained conditions for
a reliable reconstruction from rank aware orthogonal match-
ing pursuit (OMP). In noisy MMV with the same sensing
matrix, Kim et al. [29] created compressive MUSIC, and
presented its sufficient condition. In noiseless MMV with
different sensing matrices, Baron et al. [8] produced trivial
pursuit (TP) and distributed compressed sensing-simultaneous
OMP (DCS-SOMP). By analyzing TP with the assumption
that each sensing matrix contains i.i.d. Gaussian elements and
that the nonzero values of each sparse vector are i.i.d. Gaussian
variables, they demonstrated that with M ≥ 1, TP reconstructs
the support set as S is sufficiently large. They conjectured that
M ≥ K + 1 suffice for DCS-SOMP to reconstruct the support
set as S is sufficiently large, based on its empirical results.

To the best of our knowledge, no information-theoretic
study has been published to get necessary and sufficient con-
ditions for reliable support set reconstruction in noisy MMV
with different sensing matrices. Besides, these conditions have
not been provided from the practical recovery algorithms for
CS with noisy MMV with different sensing matrices.

C. Motivations of This Paper

CS with noisy MMV with different sensing matrices has
been applied in many applications and the benefits facili-
tated by the joint sparsity structure have been empirically
reported in [10] and [14]. In WSNs, Caione et al. [10]
used the joint sparsity structure to reduce the number of

transmitted bits per sensor and reported that each sensor can
reduce its transmission cost. In magnetic resonance imag-
ing (MRI), Wu et al. [14] modeled multiple diffusion tensor
images (DTIs) as jointly sparse vectors. They exploited the
joint sparsity structure to reduce the number of samples
per DTI, while retaining the reconstruction quality. Using the
joint sparsity structure, they also empirically reported that the
reconstruction quality of each DTI can be improved for a fixed
number of samples per DTI.

To theoretically explain the above empirical benefits facil-
itated by the joint sparsity structure, theoretical tools are
required to measure the performance of CS with noisy MMV
with different sensing matrices. Such tools can be useful as
guidelines for determining the system parameters in various
CS applications with noisy MMV with different sensing
matrices. For example, if the number of samples per DTI is
fixed in the MRI [14], the theoretical tools may enable us to
determine the number of DTIs required for achieving a given
reconstruction quality. Thus, the first motivation of this paper
is to provide the theoretical tools by establishing sufficient and
necessary conditions for reliable support set reconstruction.

Next, for noiseless MMV with the same sensing matrix,
let YA = F × [

x1 x2 · · · xS
] ∈ R

M×S . Also, for
noiseless MMV with different sensing matrices, let YB =[
F1x1 F2x2 · · · FSxS

] ∈ R
M×S . Then, all the elements

of YB are uncorrelated because all the sensing matrices are
independent. In contrast, those of YA are correlated because
they are taken from the same sensing matrix. Now, we consider
a case where we set S > K and M > K . Then, it is
clear that rank (YB) = min (S, M) with a high probability
and rank (YA) ≤ K . Therefore, for this case, we conclude
that rank (YB) > rank (YA). This implies that a more reliable
support set reconstruction can be expected in noiseless MMV
with different sensing matrices for this case. Thus, the second
motivation is to verify this perception in the presence of noise,
by comparing our results with the existing ones in noisy MMV
with the same sensing matrix [27].

D. Contributions of This Paper

The contributions of this paper are as follows: First, we
derive upper and lower bounds of a failure probability of the
support set reconstruction from Lemmas 1 and 2, by exploiting
Fano’s inequality [24] and the Chernoff bound [31]. These
bounds are used for measuring the performance of CS with
noisy MMV with different sensing matrices.

Next, we develop necessary and sufficient conditions for
reliable support set reconstruction. Theorem 1 states that

M > K

(
1 + 1

S f (SNRmin)

)

suffices to achieve reliable support set reconstruction in the
linear sparsity regime, i.e., lim

N→∞
K
N = β ∈ (0, 1/2), and it

also states that

M > K

(
1 + 1

S f (SNRmin)
log

N

K

)

suffices to achieve reliable support set reconstruction in
thesublinear sparsity regime, i.e., lim

N→∞
K
N = 0, where
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f (SNRmin) is an increasing function with respect to the
minimum signal-to-noise ratio SNRmin defined in (4). Next,
for a finite S, N , K , and SNRmin, Theorem 3 states that

M <
2K log N

K − 2 log 2

S log (1 + K × SNRmin)

is necessary for reliable support set reconstruction. The nec-
essary and sufficient conditions can be useful as guidelines to
determine the system parameters of CS applications with noisy
MMV with different sensing matrices. Corollaries 1 and 2
indicate that reliable support set reconstruction is possible
as sufficiently many measurement vectors S for a fixed
M are taken at a low SNRmin. For a fixed N and K ,
Theorem 2 shows that M ≥ K + 1 measurements suffice for
reconstructing the support set, as S is sufficiently large. Then,
for a fixed N , K, and M = K + 1, Corollary 3 provides a
sufficient condition on S for reliable support set reconstruction.
We provide theoretical explanations of the benefits of the
joint sparsity structure, which conform with the empirical
results of CS applications with noisy MMV with different
sensing matrices [10], [14]. Finally, we compare the sufficient
condition (11) with the known one (26) for noisy MMV
with the same sensing matrix [27]. Therefore, we demonstrate
that if S ≥ K , noisy MMV with different sensing matrices
may require fewer measurements M for reliable support set
reconstruction than noisy MMV with the same sensing matrix
under a low noise-level scenario. It confirms the superiority
of MMV with different sensing matrices.

II. NOTATIONS, SYSTEM MODEL &
PROBLEM FORMULATION

A. Notations

The following notations will be used in the whole paper.
1. P, E and V denote the probability, expectation and

(co)variance, respectively.
2. A small (capital) bold letter f (F) is a vector (matrix).
3. A sub-vector (sub-matrix) formed by the elements

(columns) of f (F) indexed by a set I is denoted
by fI (FI).

4. For a given matrix F, its inversion, transpose, trace
and the i th eigenvalue are denoted by F−1, FT , tr [F]
and λi ( F), respectively. Also, its orthogonal projection
matrix is defined by

Q (F) := IM − F
(

FT F
)−1

FT (2)

where Q (F) maps an arbitrary vector to the space
orthogonal onto the space spanned by the columns of F.

5. For given sets I and J , the relative complements of J
in I is denoted as J \ I. The cardinality of a set I is
denoted by |I|.

6. For a given function f (x), its nth derivation with respect
to x is denoted by f n (x).

7. The linear sparsity regime is defined by
lim

N→∞
K
N = β ∈ (0, 1/2).

8. The sublinear sparsity regime is defined by
lim

N→∞
K
N = 0.

9. The expression f (x) = � (g (x)) denotes | f (x)| ≥
c |g (x)| as x → ∞ for a constant c > 0.

B. System Model

Let x1, x2, · · · , xS be jointly K-sparse vectors with a sup-
port set I that belongs to

S := {H|H ⊂ {1, 2, · · · , N } , |H| = K } .

Thus, the number of nonzero coefficients of each sparse vector
is K , the indices of the nonzero coefficients of all the sparse
vectors are the same and the indices belong to the support set.

In noisy MMV with different sensing matrices, each sparse
vector is sampled by its own sensing matrix, i.e.,

ys = Fsxs + ns s = 1, 2, · · · S (3)

where all the sensing matrices have i.i.d. Gaussian elements
with a zero mean and a unit variance, and all the noise vectors
have i.i.d. Gaussian elements with a zero mean and a σ 2

variance. We assume that all the noise vectors and all the
sensing matrices are mutually independent. Then, we let xmin
be the smallest nonzero magnitude of all the sparse vectors
and SNRmin be the minimum signal-to-noise ratio given by

SNRmin := x2
min/σ

2. (4)

C. Problem Formulation

We extend Akcakaya and Tarokh [21]’s decoder for noisy
MMV with different sensing matrices. It takes all the mea-
surement vectors as its input and yields a support set decision
as its output

d : {∀s
(
ys , Fs)} 
→ Î ∈ S, s = 1, 2, · · · , S.

Its decision rules are given in Definition 1.
Definition 1: All the measurement vectors

{
y1, y2, · · · , yS

}

and a set J ∈ S are δ jointly typical if the rank of Fs
J ,

s = 1, . . . , S, is K and
∣
∣
∣
∣

(∑S

s=1

∥
∥Q
(
Fs
J
)

ys
∥
∥2

2

)
− S (M − K ) σ 2

∣
∣
∣
∣ < SMδ. (5)

As each sensing matrix contains i.i.d. Gaussian elements,
the rank of each Fs

J , s = 1, . . . , S, is K with a high
probability. The decision rule is to find sets that satisfy (5)
for all the given measurement vectors and δ > 0. In the
entire paper, the support set is denoted by I and any incorrect
support set is denoted by J , where their cardinalities are K ,
i.e., |I| = |J | = K .

We define the failure events, wherein the joint typical
decoder fails to reconstruct the correct support set. First,

Ec
I :=

{∣∣
∣
∣

(∑S

s=1

∥
∥Q
(
Fs
I
)

ys
∥
∥2

2

)
− S (M − K ) σ 2

∣∣
∣
∣ ≥ SMδ

}

(6)

implies that the correct support set is not δ jointly typical with
all the measurement vectors. Next, for any J ∈ S \ I,

EJ :=
{∣∣∣
∣

(∑S

s=1

∥∥Q
(
Fs
J
)

ys
∥∥2

2

)
− S (M − K ) σ 2

∣
∣∣
∣< SMδ

}

(7)
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implies that an incorrect support set is δ jointly typical with
all the measurement vectors. Based on these failure events,
we define a failure probability and give its upper bound as
follows:

perr := P

{
Î �= I

∣∣
∣ x1, · · · , xS

}

= P

⎧
⎨

⎩
Ec
I
⋃

J ∈S\I
EJ

⎫
⎬

⎭

≤ P
{Ec

I
}+

∑

J ∈S\I
P
{EJ

}
(8)

where P
{Ec

I
}

is taken with respect to all the noise vectors

and P
{EJ

}
is taken with respect to all the noise vectors

and all the sensing matrices. We establish Lemmas 1 and 2
given in Appendix A to give upper bounds of the probabili-
ties of the failure events. Combining these lemmas with (8)
yields

perr ≤ P
{Ec

I
}+

∑

J ∈S\I
P
{EJ

}

≤ 2 p (d1) +
(

N
K

)
p
(
d2,α∗ − 1

)

where p is defined in (31), d1 = Mδ
(M−K )σ 2 , d2,α∗ =

(M−K )σ 2+Mδ
(M−K )α∗ , and α∗ = σ 2 + x2

min.
It is of interest to examine why P

{Ec
I
}

depends only on the
noise vectors. As shown in Lemma 3, the random variable to
define the event Ec

I in (6) is
∑S

s=1

∥
∥Q
(
Fs
I
)

ys
∥
∥2

2/σ
2, where

the measurement vector in (3) consists of the two parts: the
noise part ns and the signal part Fs

Ixs
I . The signal part belongs

to the space spanned by the columns of Fs
I . Then, as specified

in (2), the orthogonal projection matrix Q
(
Fs
I
)

maps the
measurement vector to the space orthogonal onto the space
spanned by the columns of Fs

I . Thus, the random variable is
a function of the noise vectors only.

III. MAIN RESULTS

As the main contribution of this paper, this section presents
sufficient and necessary conditions on M for reliable support
set reconstruction, i.e., perr converges to zero, in noisy MMV
with different sensing matrices. We then interpret the condi-
tions to demonstrate the benefits facilitated by the joint sparsity
structure.

A. Sufficient Conditions on M

In [18] and [21], the authors have shown that fewer
measurements M for a reliable support set reconstruction
are required for noisy SMV in the linear sparsity regime,
compared to the sublinear sparsity regime. Based on the results
of [18] and [21], we are motivated to examine if the same
result can be observed in noisy MMV with different sensing
matrices.

Theorem 1: For anyρ > 1, we let δ = ρ−1 (1 − K/M) x2
min.

If the number of measurements satisfies

M > K + υ1
K

S
(9)

then the failure probability perr defined in (8) converges to
zero in the linear sparsity regime, i.e., lim

N→∞
K
N = β ∈ (0, 1/2),

where

υ1 = − 2 (1 − log β)

log

(
1 − 1−ρ−1

1+SNR−1
min

)
+ 1−ρ−1

1+SNR−1
min

> 0. (10)

Also, under the same conditions on ρ and δ, if the number of
measurements satisfies

M > K + υ2
K

S
log

N

K
(11)

then the failure probability perr defined in (8) converges to
zero in the sublinear sparsity regime, i.e., lim

N→∞
K
N = 0, where

υ2 = − 2

log

(
1 − 1−ρ−1

1+SNR−1
min

)
+ 1−ρ−1

1+SNR−1
min

> 0. (12)

Proof: The proof is given in Appendix C.
In terms of N , K , and S, the asymptotic order of the

sufficient condition on M for the linear sparsity regime
is �

(
K + K

S

)
, whereas the order for the sublinear sparsity

regime is �
( K

S log N
K

)
. It confirms that fewer measurements

are required in the linear sparsity regime, compared to the sub-
linear sparsity regime. Next, from the sufficient conditions, we
observe an inverse relationship between M and S, owing to the
joint sparsity structure. This relationship implies that taking
more measurement vectors S reduces the number of required
measurements M for reliable support set reconstruction. Then,
the relationship can be used for explaining the empirical results
of Caione et al. [10] and Wu et al. [14]. In [10], the authors
have reported that the number of transmitted bits per sensor
could be inversely reduced by the number of sensors, which
implies that the transmission cost of each sensor could be
saved. The result can be confirmed by our inverse relationship
by considering S and M as the number of sensors and the
number of transmitted bits per sensor, respectively. In [14],
S and M are considered as the number of DTIs and the number
of samples of each DTI, respectively. Again, it has been
observed from [14] that the joint sparsity structure enabled
the number of samples of each DTI to be inversely reduced
by the number of DTIs, reducing the acquisition time for
each DTI. These results can be confirmed by our inverse
relationship.

Theorem 2: For any ρ>1, we let δ = ρ−1 (1 − K/M) x2
min,

N and K be fixed. If the number of measurements satisfies
M ≥ K + 1, the failure probability perr defined in (8)
converges to zero as the number of measurement vectors is
increased to the infinity.

Proof: The proof is given in Appendix C.
Theorem 2 suggests that with M ≥ K + 1, reliable support

set reconstruction for noisy MMV with different sensing matri-
ces is possible when a large number of measurement vectors
is available. The sufficient conditions in Theorem 1, i.e., (9)
and (11) have SNRmin values as shown in (10) and (12).
They disappear in the sufficient condition of Theorem 2, i.e.,
M ≥ K + 1. The support set reconstruction problem becomes
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robust against noise when the number of measurement vectors
is large.

B. Discussions on the Sufficient Conditions

We now examine the effect of SNRmin on the sufficient
conditions of Theorem 1. The aim is to determine the rela-
tionship among S, M and SNRmin for reliable support set
reconstruction.

Corollary 1: For any ρ > 1, we let δ =
ρ−1 (1 − K/M) x2

min. The sufficient conditions of Theorem 1
are rewritten as

M > K +
⎛

⎜
⎝

−1
√

S +
(√

S × SNRmin

)−1

1 − ρ−1

⎞

⎟
⎠

2

4K log
N

K
(13)

in the sublinear sparsity regime, i.e., lim
N→∞

K
N = 0, and

M > K +
⎛

⎜
⎝

−1
√

S +
(√

S × SNRmin

)−1

1 − ρ−1

⎞

⎟
⎠

2

4K (1 − log β)

(14)

in the linear sparsity regime, i.e., lim
N→∞

K
N = β ∈ (0, 1/2).

Proof: The proof is given in Appendix D.
Corollary 1 suggests that for a fixed M , reliable support

set reconstruction is possible as the number of measurement
vectors S is increased to infinity, although SNRmin is low.
Namely, we observe a noise reduction effect, which shows
that using the joint sparsity structure leads to an increase in
SNRmin or a decrease in σ 2 by the square root of S. This effect
can explain the improvement in the reconstruction quality of
the DTIs, as empirically reported in [14].

We then improve our noise reduction effect by considering
that SNRmin is larger than a certain value.

Corollary 2: For any ρ > 3, we let δ =
ρ−1 (1 − K/M) x2

min and α = 2/3. If

SNRmin ≥ α

1 − ρ−1 − α
= 2ρ

ρ − 3
, (15)

the sufficient conditions of Theorem 1 are rewritten as

M > K + S−1 + (S × SNRmin)
−1

1 − ρ−1 4K log
N

K
(16)

in the sublinear sparsity regime, i.e., lim
N→∞

K
N = 0, and

M > K + S−1 + (S × SNRmin)
−1

1 − ρ−1 4K (1 − log β) (17)

in the linear sparsity regime, i.e., lim
N→∞

K
N = β ∈ (0, 1/2).

Proof: The proof is given in Appendix D.
First of all, Corollary 2 requires ρ > 3 to ensure that

the lower bound in (15) is positive. A simple computation

shows that Corollary 2 requires fewer measurements in both
the regimes compared to Corollary 1 because
⎛

⎜
⎝

−1
√

S +
(√

S × SNRmin

)−1

1 − ρ−1

⎞

⎟
⎠

2

= S−1

(
1 + SNR−1

min

1 − ρ−1

)2

≥ S−1

(
1 + SNR−1

min

1 − ρ−1

)

= S−1 + (S × SNRmin)
−1

1 − ρ−1

where the second inequality is owing to
1+SNR−1

min
1−ρ−1 = 1

t > 1

for any ρ > 3 and t defined in (61). Besides, Corollary 2
improves the noise reduction effect observed in Corollary 1
by showing that SNRmin is increased by S for the region of
SNRmin in (15).

Theorem 2 suggests, it is to be noted, that M = K +1 is suf-
ficient for reliable support set reconstruction if S is sufficiently
large with a fixed N and K . Then, it would be interesting
to determine how large S should be required for achieving
the minimum number of measurements at each sensor, i.e.,
M = K + 1. In wireless sensor networks [34], energy sources
used in sensors are very limited due to limitation of sensor
sizes. Thus, minimizing the energy used for transmission of
data at each sensor which often leads to extending the lifetime
of the sensor battery is a value of importance. This point is
noted in Caione et al. [10] as an advantage of using distributed
compressed sensing on joint sparse model-2 signal ensembles
(see Section V there). Corollary 3 which aims to provide a
sufficient condition on S for achieving M = K + 1 thus is
motivated.

Corollary 3: Let N and K be fixed and finite. For any ρ > 1,
we let δ = ρ−1 (K + 1)−1 x2

min and M = K +1. If the number
of measurement vectors satisfies

S >
(

log
((

N
K

)
+ 2
)

− log ε
)

× max

[∣∣
∣
∣

1

log μI

∣∣
∣
∣ ,
∣∣
∣
∣

1

log μJ

∣∣
∣
∣

]

︸ ︷︷ ︸
:=S∗

(18)

reliable support set reconstruction is possible, i.e., perr < ε
for sufficiently small ε ∈ (0, 1), where log μI and log μJ are
defined in (63) and (65), respectively. The sufficient condition
on S is decreasing with respect to SNRmin.

Proof: The proof is given in Appendix D.
To the best of our knowledge, the sufficient conditions on S

for a reliable support set reconstruction have not yet been
developed. A similar result has been reported by Tang and
Nehorai [26], in which they reported that M = �

(
K log N

K

)

and S = log N
log log N suffice for a reliable support set reconstruc-

tion in noisy MMV with the same sensing matrix, as N is
sufficiently large.

It is of interest to examine whether the sufficient condi-
tion S∗ in (18) is good. For this, we implement the joint
typical decoder in (5) and conduct experiments for different
values of SNRmin and K, for a fixed N = 50. We count
the number of failure occurrences, wherein the joint typical
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decoder fails to reconstruct the support set. We obtain the
smallest Semp such that the ratio of the failure occurrences is
smaller than ε = 0.01. By comparing Semp with S∗ in (18),
we see that S∗ approaches Semp , as SNRmin is sufficiently
large. For example, we see that Semp = 8 and S∗ = 12 at
SNRmin = 20 [dB], K = 2, and Semp = 5 and S∗ = 6
at SNRmin = 30 [dB], K = 2. A similar trend is observed
with a bigger K , i.e., at K = 5. For example, we see that
Semp = 12 and S∗ = 19 at SNRmin = 20 [dB], and Semp = 7
and S∗ = 10 at SNRmin = 30 [dB].

Fletcher et al. [19] have reported that the ML decoder
requires M = K + 1 measurements for a reliable support
set reconstruction in noisy SMV, when the signal-to-noise
ratio is sufficiently large. This result can be observed from
Corollary 3. Specifically, we assume that SNRmin is suffi-
ciently large for a fixed N and K . Then, from (63) and (65),
it is easy to see that

lim
SNRmin→∞ log μI = −∞,

lim
SNRmin→∞ log μJ = 2−1

(
1 − ρ−1 − log ρ

)
.

Hence, (18) is simplified to

S >
(

log
((

N
K

)
+ 2
)

− log ε
)

×
∣∣
∣
∣2
(

1 − ρ−1 − log ρ
)−1
∣∣
∣
∣.

(19)

Note that N , K , and ε are fixed. Thus, for a large ρ, we have
∣
∣
∣1 − ρ−1 − log ρ

∣
∣
∣ 2

(
log
((

N
K

)
+ 2
)

− log ε
)
, (20)

which leads to S ≥ 1. This result suggests that the joint
typical decoder requires M = K +1 measurements for reliable
support set reconstruction in noisy SMV, whenever SNRmin is
sufficiently large and ρ satisfies (20).

C. Necessary Condition on M

We specify a necessary condition that must be satified
by a decoder for reliable support set reconstruction in noisy
MMV with different sensing matrices. Unlike the sufficient
conditions of Theorem 1, the necessary condition is presented
for a finite N and K .

We begin by transforming (3) into
⎡

⎢
⎣

y1

...

yS

⎤

⎥
⎦

︸ ︷︷ ︸
=:y∈RSM

=
⎡

⎢
⎣

F1

. . .

FS

⎤

⎥
⎦

︸ ︷︷ ︸
=:F̃∈RSM×SN

⎡

⎢
⎣

x1

...

xS

⎤

⎥
⎦

︸ ︷︷ ︸
=:x∈RSN

+
⎡

⎢
⎣

n1

...

nS

⎤

⎥
⎦

︸ ︷︷ ︸
=:n∈RSM

(21)

where x is an SK-sparse vector belonging to an infinite set

Xxmin :=
{

x ∈ R
S N
∣
∣
∣ |x (i)| ≥ xmin,∀i ∈ I, |I| = SK

}

where x (i) is the i th element of x and I is the support set of x.
Owing to the joint sparsity structure, the number of possible
support sets is

(
N
K

)
. Then, we define a failure probability as:

perr := EF̃ sup
x∈Xxmin

P

{
Î �= I

∣
∣
∣ x, F̃

}
(22)

where Î is an estimate of the support set based on y and F̃
in (21). Then, Lemma III-3 of [20] yields

sup
x∈Xxmin

P

{
Î �= I

∣
∣
∣ x, F̃

}
≥ min

x̂∈X{xmin}
max

x∈X{xmin}
P

{
x̂ �= x

∣
∣ x, F̃

}

(23)

where x̂ is an estimate for x based on y and F̃ in (21) and

X{xmin} :=
{

x ∈ R
S N
∣
∣∣ x (i) = xmin,∀i ∈ I, |I| = SK

}

which is a finite set. Assume that x is uniformly distributed
over this finite set. Applying Fano’s inequality [24] to (23)
yields

max
x∈X{xmin}

P

{
x̂ �= x

∣
∣ x, F̃

}
≥ P

{
x̂ �= x

∣
∣ F̃
}

≥ 1 −
I

(
x; y| F̃

)
+ log 2

log
(∣∣X{xmin}

∣
∣− 1

) (24)

where x and x̂ belong to the finite set X{xmin} and I (x; y) is
the mutual information between x andy. We get a necessary
condition on M to ensure that the lower bound in (24) is
bounded away from zero, as follows:

Theorem 3: Let N and K are fixed and finite. In (21), if the
number of measurements satisfies

M <
2K log N

K − 2 log 2

S log (1 + K × SNRmin)
(25)

then the failure probability perr defined in (22) is bounded
away from zero.

Proof: The proof is given in Appendix C.

IV. RELATIONS TO THE EXISTING

INFORMATION-THEORETIC RESULTS

A. Relations to Noisy MMV With the
Same Sensing Matrix [27]

Jin and Rao [27] have exploited the Chernoff bound to
obtain a tight sufficient condition on M for a reliable support
set reconstruction for noisy MMV with the same sensing
matrix in the sublinear sparsity regime. Owing to the compli-
cated form of their sufficient condition, they could not clearly
show the benefits facilitated by the joint sparsity structure.
Thus, they simplified their condition under scenarios such
as: i) a low noise-level scenario and ii) a scenario with
S identical sparse vectors. In Table I, we summarize our
sufficient conditions on M , and compare them to that of [27]
under the low noise-level scenario in the sublinear sparsity
regime.

First, in a low noise-level scenario, as shown in Table I,
the sufficient condition [27] for noisy MMV with the same
sensing matrix is

M = �

(
K log N

min (K , S)

)
. (26)

If S < K , the sufficient conditions (11) and (26) have the
same order, implying that there is no significant performance
gap in the support set reconstruction between the models.
However, if S > K , (26) is M = � (log N), whereas (11) is
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TABLE I

SUFFICIENT CONDITIONS ON M FOR SUPPORT SET RECONSTRUCTION

M = �
( K

S log N
)
. It implies that noisy MMV with different

sensing matrices is superior to noisy MMV with the same
sensing matrix or S > K , with respect to M for reliable
support set reconstruction. The result of this comparison
supports the perception presented in Section I-C, wherein a
more reliable support set reconstruction could be expected in
a noiseless MMV with different sensing matrices owing to the
linear independency of the measurement vectors. Moreover, it
validates the perception, even in the presence of noise.

Second, we consider a scenario with S identical sparse
vectors. Then, the sufficient condition of [27] is

M = �

(
K log N

log
(
1 + S ‖x‖2

2/σ
2
)

)

. (27)

From (27), we observe that σ 2 is reduced by a factor of S.
However, the noise reduction effect for noisy MMV with the
same sensing matrix requires a restriction, where all the sparse
vectors should be identical, which can be hardly achieved in
practice. In contrast, the noise reduction effect for noisy MMV
with different sensing matrices does not require this restriction,
as shown in Corollaries 1 and 2.

B. Relations to Noisy SMV [21]

Akcakaya and Tarokh [21] have used the joint typical
decoder to establish the sufficient conditions on M for a reli-
able support set reconstruction in noisy SMV. They exploited
the exponential inequalities [32] to obtain the upper bounds on
the sum of the weighted chi-square random variables. In this
subsection, we demonstrate that the approaches developed in
this paper are superior to the use of the exponential inequal-
ities. Thus, we use the exponential inequalities to generalize
their bounds for noisy MMV with different sensing matrices.
We give Propositions 1 and 2 to prove that the generalized
bounds are worse than the bounds of Lemmas 1 and 2.

Proposition 1: For any positive δ, we have

P
{Ec

I
} ≤ 2 p (d1) ≤ 2 p1,exp

where both p (d1) and d1 are given in Lemma 1, and

p1,exp := exp

(
− Sδ2

4σ 4

M2

M − K + 2δM/σ 2

)
. (28)

Proof: The proof is given in Appendix E.
Proposition 2: For any J ∈ S \ I and any δ > 0 such that

0 < δ < (1 − K/M) x2
min,J , (29)

we have

P
{EJ

} ≤ p
(

d2,λmin(RJ ) − 1
)

≤ p2,J ,exp

where both p
(

d2,λmin(RJ ) − 1
)

and d2,λmin(RJ ) are given in
Lemma 2 and

p2,J ,exp := exp

(

− S2 (M − K )

4
∑S

s=1 α2
J ,s

(
x2

min,J − Mδ

M − K

)2
)

(30)

and αJ ,s is defined in (39) and x2
min,J is defined in (43).

Proof: The proof is given in Appendix E.
If S = 1, we can see that p1,exp and p2,J ,exp are

equivalent to the bounds of Akcakaya and Tarokh [21].
Propositions 1 and 2 state that the bounds on the failure
probability of Lemmas 1 and 2 are tighter than the bounds
of [21] for noisy SMV.

V. CONCLUSIONS

We have studied a support set reconstruction problem for CS
with noisy MMV with different sensing matrices. The union
and Chernoff bounds have been used to obtain the upper bound
of the failure probability of the support set reconstruction, and
Fano’s inequality has been used to obtain the lower bound
of this failure probability. As we have obtained the upper
bound by analyzing an exhaustive search decoder, the bound
is used to measure the performance of CS with noisy MMV
with different sensing matrices. We have then developed the
necessary and sufficient conditions in terms of the sparsity K ,
the ambient dimension N , the number of measurements M , the
number of measurement vectors S, and the minimum signal-
to-noise ratio SNRmin. They can be useful as guidelines to
determing the system parameters in various CS applications
with noisy MMV with different sensing matrices.

The conditions are interpreted to provide theoretical expla-
nations for the benefits facilitated by the joint sparsity structure
in noisy MMV with different sensing matrices:

i. From the sufficient conditions of Theorem 1, we have
observed an inverse relationship between M and S. Due
to the inverse relation, we take fewer measurements M
per each measurement vector for reliable support set
reconstruction by taking more measurement vectors S.

ii. From the sufficient conditions of Corollaries 1 and 2,
we have observed a noise reduction effect, which shows
that the usage of the joint sparsity structure results in an
increase in SNRmin or a decrease in σ 2 by a factor of S.
Therefore, the support set reconstruction can be robust
against noise as the number of measurement vectors is
increased to infinity.

iii. From Theorem 2, we have shown that M = K + 1
is achieved for a fixed N and K, as S is sufficiently
large. From Corollary 3, we have provided the sufficient
condition on S to reconstruct the support set for a fixed
N , K , and M = K + 1.

The theoretical explanations confirm the benefits of the joint
sparsity structure, as empirically shown in CS applications
with noisy MMV with different sensing matrices [10], [14].
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We have compared our sufficient conditions for noisy
MMV with different sensing matrices with the other existing
results [27] for noisy MMV with the same sensing matrix.
For a low-level noise scenario with S ≥ K , we have shown
that the number of measurements for reliable support set
reconstruction for noisy MMV with different sensing matrices
is lesser than that for noisy MMV with the same sensing
matrix. Also, [27] has shown the noise reduction effect.
This was achieved under a rather restricted condition though,
i.e., all sparse vectors are the same. While such a restricted
condition is not required in the noisy MMV problem with
different sensing matrices studied in this paper, the noise
reduction effect has also been observed, which is a significant
improvement.

APPENDIX A
LEMMAS 1 AND 2

This section presents Lemmas 1 and 2, which give upper
bounds of the probabilities of the failure events defined in (6)
and (7), respectively. Also, for simplicity, we define

p (x) = exp

(
− S (M − K )

2
x

)
(1 + x)

S(M−K )
2 . (31)

Lemma 1: For any positive δ, we have

P
{Ec

I
} ≤ 2 exp

(
− S (M − K )

2
d1

)
(1 + d1)

S(M−K )
2

= 2 p (d1) (32)

where the function p is defined in (31), and

d1 := Mδ

(M − K ) σ 2 > 0. (33)

Proof: From (6), we have

P
{Ec

I
} = P {ZI ≤ W1} + P {ZI ≥ W2} (34)

where ZI is defined in Lemma 3, and

Wi = S (M − K ) + (−1)i SMδ/σ 2, i = 1, 2.

Applying the Chernoff bound [31] to (34) yields

P
{Ec

I
} ≤

∑2

i=1
exp (−ti Wi ) E

[
exp (ti ZI)

]

=
∑2

i=1
exp (−ti Wi ) (1 − 2ti )

−S(M−K )/2
︸ ︷︷ ︸

=: f (ti ;Wi )

(35)

where the equality is from Lemma 3, t1 < 0 and t2 ∈ (0, 1
2

)
.

As each f (ti ; Wi ) is convex, ti = t∗i at f (1) (ti ; Wi ) = 0 yields
the minimizer of f (ti ; Wi ), where

t∗i = 2−1
(

1 − W−1
i S (M − K )

)
, i = 1, 2.

Thus, f (ti ; Wi ) ≥ f
(
t∗i ; Wi

)
for each i . If W1 ≤ 0, it is clear

that P {ZI ≤ W1} = 0 because ZI is quadratic. Thus,

P
{Ec

I
} = P {ZI ≥ W2} ≤ f

(
t∗2 ; W2

) = p (d1) (36)

where p (d1) and d1 are defined in (32) and (33), respectively.
If W1 > 0 then f

(
t∗1 ; W1

) ≤ f
(
t∗2 ; W2

)
because

log f
(
t∗1 ; W1

)− log f
(
t∗2 ; W2

)

= S (M − K )
[
d1 + 2 log (1 − d1) − 2 log (1 + d1)

]
< 0.

Thus,

P
{Ec

I
} = f

(
t∗1 ; W1

)+ f
(
t∗2 ; W2

) ≤ 2 f
(
t∗2 ; W2

)

= 2 exp

(
− S (M − K )

2
d1

)
(1 + d1)

S(M−K )
2 . (37)

Finally, combining (36) and (37) leads to (32). �
Lemma 2: Let J ∈ S \ I and a matrix RJ be

RJ =
⎡

⎢
⎣

αJ ,1IM−K
. . .

αJ ,SIM−K

⎤

⎥
⎦ (38)

where

αJ ,s := σ 2 +
∥
∥
∥xs

I\J
∥
∥
∥

2

2
> 0. (39)

Consider any positive δ such that

0 < δ < (1 − K/M)
(
λmin

(
RJ
)− σ 2

)

where λmin
(
RJ
)

is the smallest eigenvalue of RJ . Then,

P
{EJ

} ≤ exp

(
− S (M − K )

2

(
d2,λmin(RJ ) − 1

))
d

S(M−K )
2

2,λmin(RJ )

= p
(

d2,λmin(RJ ) − 1
)

≤ p
(
d2,α∗ − 1

)
(40)

where the function p is defined in (31),

d2,λmin(RJ ) := (M − K ) σ 2 + Mδ

(M − K ) λmin
(
RJ
) ∈ (0, 1), (41)

α∗ := σ 2 + x2
min, (42)

and

x2
min = min

J ∈S\I
min

s∈{1,2,··· ,S}

∥
∥
∥xs

I\J
∥
∥
∥

2

2
︸ ︷︷ ︸

=:x2
min,J

. (43)

Proof: From (7), we have

P
{EJ

} = P
{
ZJ < W1

}− P
{
ZJ < W2

} ≤ P
{
ZJ < W1

}

(44)

where ZJ is defined in Lemma 4, and

Wi = S (M − K ) σ 2 − (−1)i SMδ, i = 1, 2. (45)

Applying the Chernoff bound [31] to (44) yields for t < 0,

P
{EJ

} ≤ exp (−tW1) E
[
exp
(
tZJ

)]

= exp (−tW1)
∏S(M−K )

i=1

(
1 − 2tλi

(
RJ
))−1/2

≤ exp (−tW1)
(
1 − 2tλmin

(
RJ
))−S(M−K )/2

=: f (t; W1) (46)

where the equality is from Lemma 4 and the second inequality
is due to that all the eigenvalues are positive. We then define
a function h (t) := log f (t; W1). Then,

h(2) (t) = 2S (M − K ) λ2
min

(
RJ
) (

1 − 2tλmin
(
RJ
))−2

> 0
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which implies that h is convex with respect to t . It leads
to that f in (46) is logarithmically convex. Thus t = t∗ at
f (1) (t; W1) = 0 yields the minimizer of f (t; W1) where

t∗ = 2−1
(
λ−1

min

(
RJ
)− W−1

1 S (M − K )
)

< 0.

Substituting t∗ in (46) yields

P
{EJ

} ≤ f
(
t∗; W1

)

= exp

(
− S (M − K )

2

(
d2,λmin(RJ ) − 1

))
d

S(M−K )
2

2,λmin(RJ )

= p
(
d2,λmin(RJ ) − 1

)
(47)

where d2,λmin(RJ ) is defined in (41) and p is defined in (31).
Next, let β = 2−1S (M − K ) and x = d2,λmin(RJ )

in the upper bound (47). Then, we have p (x − 1) =
xβ exp (−β (x − 1)), where

∂p (x − 1)

∂x
= βxβ exp (−β (x − 1))

(
x−1 − 1

)
> 0 (48)

and
∂x

∂λmin
(
RJ
) = −x < 0. (49)

Due to (48) and (49),

∂p (x − 1)

∂λmin
(
RJ
) = ∂p (x − 1)

∂x

∂x

∂λmin
(
RJ
)

= −βxβ−1 exp (−β (x − 1))
(

x−1 − 1
)

< 0

which shows that the upper bound in (47) is decreasing
with respect to λmin

(
RJ
)
. Then, remind that the matrix

in (38) is the covariance matrix of a multivariate Gaussian
vector b in (58). Then for any incorrect support set, its smallest
eigenvalue can be easily computed and lower bounded by

λmin
(
RJ
) = min

s∈{1,2,··· ,S} αJ ,s = σ 2 + x2
min,J ≥ α∗ (50)

where x2
min,J is defined in (43) and α∗ is defined in (42).

Thus, for any incorrect support set J ∈ S \ I, we conclude
that

P
{EJ

} ≤ p
(

d2,λmin(RJ ) − 1
)

≤ p
(
d2,α∗ − 1

)

which completes the proof. �

APPENDIX B
LEMMAS 3 AND 4

First of all, we give the Scharf’s theorem [33] to com-
pute the moment generating function of a quadratic random
variable. We then make Lemmas 3 and 4 to give the moment
generating functions of the random variables of Ec

I and
EJ that were used in the proofs of Lemmas 1 and 2,
respectively.

Scharf’s Theorem [33, p. 64]: Let b ∈ R
N be a multivariate

Gaussian vector with a mean m and a covariance R. Then
a random variable Q � (b − m)T (b − m) is quadratic with
E [Q] = tr [R] , V [Q] = 2tr

[
RT R

]
and for any t

E
[
exp (t Q)

] =
∏N

i=1
(1 − 2tλi (R))−1/2.

Lemma 3: In (6), define a quadratic random variable

ZI :=
∑S

s=1

∥∥Q
(
Fs
I
)

ys
∥∥2

2/σ
2. (51)

Then, E [ZI ] = S (M − K ) , V [ZI ] = 2S (M − K ) and for
any 0 < t < 0.5,

E
[
exp (tZI)

] = (1 − 2t)−S(M−K )/2 . (52)

Proof: The orthogonal projection matrix is decomposed
as

Q
(
Fs
I
) = Us

IDs (Us
I
)T

where Ds is a diagonal matrix, whose first M – K diagonals
are ones and the remains are zeros, and Us

I is a unitary matrix.
Then,

ZI =
∑S

s=1

∥
∥Q
(
Fs
I
)

ys
∥
∥2

2/σ
2 =

∑S

s=1

∥
∥Q
(
Fs
I
)

ns
∥
∥2

2/σ
2

=
∑S

s=1

∥
∥
∥
∥∥
∥
∥

Ds (Us
I
)T ns/σ 2

︸ ︷︷ ︸
=:ws

∥
∥
∥
∥∥
∥
∥

2

2

=
∑S

s=1

∥∥Dsws
∥∥2

2 (53)

where ws is a multivariate Gaussian vector with mean
0M and covariance IM . Since the first M – K diag-
onal elements of each diagonal matrix are ones, we
have

ZI =
∑S

s=1

∥
∥Dsws

∥
∥2

2 =
∑S

s=1

∑M−K

i=1

∣
∣ws (i)

∣
∣2

=
∑S

s=1

(
ws
P
)T ws

P = wT w (54)

which is quadratic, where

ws
P = [ws (1) ws (2) · · · ws (M − K )

]T

and

w =
[ (

w1
P
)T (

w2
P
)T · · · (

wS
P
)T
]T

. (55)

In (53), ws is determined by Us
I and ns . Since the ele-

ments of Us
I and ns are independent, wi and w j are

mutually independent for any 1 ≤ i �= j ≤ S.
The covariance matrix of w is an identity matrix. Thus,
applying the Scharf’s theorem to ZI completes the
proof. �

Lemma 4: In (7), for any J ∈ S \ I, define a quadratic
random variable

ZJ :=
∑S

s=1

∥
∥Q
(
Fs
J
)

ys
∥
∥2

2
. (56)

Then, E
[
ZJ
] = tr

[
RJ
]
, V

[
ZJ
] = 2tr

[
RT
J RJ

]
and for

any t ,

E
[
exp

(
tZJ

)] =
∏S(M−K )

i=1

(
1 − 2tλi

(
RJ
))−1/2

,

where RJ is given in (38).
Proof: Similar to the proof of Lemma 3,

Q
(
Fs
J
) = Us

J Ds (Us
J
)T
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where Ds is a diagonal matrix, whose first M – K diagonals
are ones and the remains are zeros, and Us

J is a unitary matrix.
Then,

ZJ =
∑S

s=1

∥
∥Q
(
Fs
J
)

ys
∥
∥2

2
=
∑S

s=1

∥
∥Q
(
Fs
J
)

cs
∥
∥2

2

=
∑S

s=1

∥∥
∥
∥
∥
∥∥

Ds (Us
J
)T cs

︸ ︷︷ ︸
=:bs

∥∥
∥
∥
∥
∥∥

2

2

=
∑S

s=1

∥
∥Ds bs

∥
∥2

2 (57)

where bs is a multivariate Gaussian vector with mean 0M and

V
[
bs] =

(
σ 2 +

∥
∥
∥xs

I\J
∥
∥
∥

2

2

)
IM

and cs = ns + ∑
u∈I\J fs

u xs (u). Since the first M – K
diagonal elements of each diagonal matrix are ones, we have

ZJ =
∑S

s=1

∥
∥Ds bs

∥
∥2

2 =
∑S

s=1

∑M−K

i=1

∣
∣bs (i)

∣
∣2

=
∑S

s=1

(
bs
P
)T bs

P = bT b (58)

which is quadratic, where

bs
P = [ bs (1) bs (2) · · · bs (M − K )

]T

and

b =
[ (

b1
P
)T (

b2
P
)T · · · (

bS
P
)T
]T

.

In (57), bs is determined by Us
J , ns and

{
fs
u : u ∈ I\J }.

Since the elements of Us
J , ns and

{
fs
u : u ∈ I\J } are inde-

pendent, bi and b j are mutually independent for any 1 ≤
i �= j ≤ S. The covariance matrix of b is diagonal as shown
in (38). Thus, applying the Scharf’s theorem to ZJ completes
the proof. �

APPENDIX C
PROOFS OF THEOREMS 1, 2 AND 3

A. Proof of Theorem 1

It is clear that K goes to infinity as N goes to infinity in
the linear sparsity regime. Then, let M = cK where c > 1.
From (32),

log P
{Ec

I
} ≤ 2−1SK (c − 1) (log (1 + d1) − d1)︸ ︷︷ ︸

=:A
+ log 2

where A < 0 due to (33). Thus,

lim
N→∞ P

{Ec
I
} ≤ lim

K→∞ exp
(

2−1SK (c − 1) A + log 2
)

= 0

implying that the probability that the correct support set is not
δ jointly typical with all the measurement vectors vanishes.

Next, from (40),

log
∑

J ∈S\I
P
{EJ

} ≤ log
((

N
K

)
p
(
d2,α∗ − 1

))

= log(N
K ) + 2−1SK (c−1) (log(1−t) + t)

︸ ︷︷ ︸
=:γ

≤ K

(
1 + log

N

K
+ 2−1S (c1 − 1) γ

)

︸ ︷︷ ︸
=:η

(59)

where the last inequality is due to
(

N
K

)
≤ exp

(
K log

Ne

K

)
. (60)

In (59), γ < 0 for any t where

t = 1 − ρ−1

1 + SNR−1
min

∈ (0, 1). (61)

If c > 1 + S−1υ1, then η < 0, which yields

lim
N→∞

∑

J ∈S\I
P
{EJ

} ≤ lim
K→∞ exp (Kη) = 0

implying that the probability that all incorrect support sets are
δ jointly typical with all the measurement vectors vanishes.
Thus the failure probability perr defined in (8) converges to
zero if M satisfies (9).

Next, the remain is to derive (11) in the sublinear sparsity
regime. Similarly, let M = K + cK log N

K wher c > 1.
From (32),

log P
{Ec

I
} ≤ 2−1ScK log

N

K
(log (1 + d1) − d1)︸ ︷︷ ︸

=:A
+ log 2

where A < 0 due to (33). Thus,

lim
N→∞ P

{Ec
I
} ≤ lim

N→∞ exp

(
2−1ScK A log

N

K
+ log 2

)
= 0

implying that the probability that the correct support set is not
δ jointly typical with all the measurement vectors vanishes.

Then, from (40),

log
∑

J ∈S\I
P
{EJ

} ≤ log
((

N
K

)
p
(
d2,α∗ − 1

))

= log(N
K )+2−1ScK (log(1−t) + t)

︸ ︷︷ ︸
=:γ

log
N

K

≤ K
(

1 + 2−1Scγ
)

︸ ︷︷ ︸
=:η

log
N

K
+ K

where the last inequality is due to the bound in (60) and γ < 0
for any t in (61). If c > S−1υ2, then η < 0, which yields

lim
N→∞

∑

J ∈S\I
P
{EJ

} ≤ lim
N→∞ exp

(
Kη log

N

K
+ K

)
= 0

implying that the probability that all incorrect support sets are
δ jointly typical with all the measurement vectors vanishes.
Thus, the failure probability perr defined in (8) converges to
zero if M satisfies (11), which completes the proof. �

B. Proof of Theorem 2

From Lemma 1,

P
{Ec

I
} ≤ 2

⎛

⎜⎜
⎜
⎝

exp

(
− M − K

2
d1

)
(1 + d1)

M−K
2

︸ ︷︷ ︸
=:μI

⎞

⎟⎟
⎟
⎠

S

. (62)
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If M ≥ K + 1, we have

log μI = 2−1 (M − K ) (log (1 + d1) − d1) < 0 (63)

due to (33), which implies μI < 1. From Lemma 2,

P
{EJ

} ≤

⎛

⎜
⎜
⎜
⎝

exp

(
− M − K

2

(
d2,α∗ − 1

)
)

d
M−K

2
2,α∗

︸ ︷︷ ︸
=:μJ

⎞

⎟
⎟
⎟
⎠

S

. (64)

Similarly, if M ≥ K + 1, we have

log μJ = 2−1 (M − K ) (log (1 − t) + t) < 0 (65)

due to (61), which implies μJ < 1. Thus, we conclude

lim
S→∞ perr ≤ 2 lim

S→∞ μS
I +

(
N
K

)
lim

S→∞ μS
J = 0

for M ≥ K + 1 which completes the proof. �

C. Proof of Theorem 3

The mutual information in (24) is bounded by

I

(
x; y| F̃

)
= h

(
y| F̃
)

− h
(

y| x, F̃
)

≤ h (y) − h (n)

≤
∑S M

i=1
h (yi) − h (n)

≤ 2−1SM
(
log
(
2πe

(
K x2

min+σ 2
))

−log
(
2πeσ 2

))

= 2−1SM log (1 + K × SNRmin)

where h (x) is the differential entropy of x, and h (x| y) is the
conditional entropy of x given y. The last inequality is due
to that the Gaussian distribution maximizes the differential
entropy. The denominator in (24) is bounded by

log
(∣∣X{xmin}

∣
∣− 1

) = log
((

N
K

)
− 1
)

> K log
N

K

for sufficiently large N . Then,

perr = EF̃ sup
x∈Xxmin

P

{
Î �= I

∣∣
∣ x, F̃

}

≥ EF̃ min
x̂∈X{xmin}

max
x∈X{xmin}

P

{
x̂ �= x

∣
∣ x, F̃

}

> 1 − 2−1SM log (1 + K × SNRmin) + log 2

K log N
K

. (66)

From (66), the failure probability is bounded away from
zero by zero if (25) is satisfied, which completes the proof.�

APPENDIX D
PROOFS OF COROLLARIES 1, 2 AND 3

A. Proof of Corollary 1

From the inequality log (1 + x) ≤ 2x
2+x for x ∈ (−1, 0],

υ2 = − 2

log (1 − t) + t
<

4 − 2t

t2 <
4

t2 (67)

where t is defined in (61). Then,

υ2

S
<

4

St2 . (68)

From (61),

√
St = 1 − ρ−1

−1
√

S +
(√

S × SNRmin

)−1 . (69)

Combining (11), (68) and (69) leads to (13). This approach is
used to get (14) using the following equality

υ1 = υ2 (1 − log β) (70)

where lim
N→∞

K
N = β ∈ (0, 1/2), which completes the proof. �

B. Proof of Corollary 2

Substituting α = 2
3 in (15), and rearranging the result with

respect to t can yield 2
3 ≤ t < 1, where t is defined in (61).

Then from (67), a simple computation yields that

υ2 <
4 − 2t

t2 ≤ 4

t
which immediately yields that

υ2

S
<

4

St
. (71)

where

St = 1 − ρ−1

S−1 + (S × SNRmin)
−1 . (72)

Combining (11), (71) and (72) leads to (16). This approach is
used to get (17) using (70), which completes the proof. �

C. Proof of Corollary 3

We assume that μI ≥ μJ and

perr ≤ P
{Ec

I
}+

∑

J ∈S\I
P
{EJ

} ≤
((

N
K

)
+ 2
)

μS
I < ε < 1.

(73)

Then, if the number of measurement vectors satisfies

S >
log ε − log

((
N
K

)+ 2
)

log μI
> 0, (74)

(73) is achieved for small ε, and hence, reliable support set
reconstruction is possible. If μI < μJ , we obtain inequalities
similar to (73) and (74) by replacing μI by μJ , where

S >
log ε − log

((
N
K

)+ 2
)

log μJ
> 0. (75)

Combining (74) and (75) yields (18).
Next, a simple computation yields that for any d1 in (33),

∂ log μI
∂d1

= − d1

2 (1 + d1)
< 0

where log μI is given in (63). From (33), we see d1 ∝ SNRmin
that leads to log μI ∝ SNR−1

min. Also, for any t in (61),

∂ log μJ
∂ t

= − t

2 (1 − t)
< 0

where log μJ is given in (65). From (61), we see t ∝ SNRmin
that leads to log μJ ∝ SNR−1

min. Hence, the sufficient condition
on S in (18) turns out to be a decreasing function with respect
to SNRmin, which completes the proof. �
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APPENDIX E
PROOFS OF PROPOSITIONS 1 AND 2

First of all, we introduce the exponential inequalities [32],
and use them in the proofs of Propositions 1 and 2.

A. The Exponential Inequalities [32]

Let Yi , i = 1, 2, · · · , D be i.i.d. Gaussian variables with a
zero mean and a unit variance. Then, let αi , i = 1, 2 · · · , D
be non-negative. We set

|α|∞ = sup |αi | , |α|22 =∑D
i=1 α2

i

and let

Y =
∑D

i=1
αi

(
Y 2

i − 1
)
. (76)

Then, the following inequalities hold for any positive x

P
{
Y ≥ 2 |α|2

√
x + 2 |α|∞ x

} ≤ exp (−x) (77)

P
{
Y ≤ −2 |α|2

√
x
} ≤ exp (−x) . (78)

B. Proof of Proposition 1

In the proof of Lemma 3, ZI is represented by

ZI =
∑S

s=1

∑M−K

i=1
ws (i)2

where ws (i) is Gaussian with a zero mean and a unit variance.
Define a random variable Y as

Y = ZI − S (M − K )

=
∑S

s=1

∑M−K

i=1

(
ws (i)2 − 1

)

which is of the form of (76). Then,

P
{Ec

I
} = P

{
Y ≤ −SMδ/σ 2

}

︸ ︷︷ ︸
=:A

+ P

{
Y ≥ SMδ/σ 2

}

︸ ︷︷ ︸
=:B

.

Combining A with (78) gives

P

{
Y ≤ −SMδ/σ 2

}
= P

{
Y ≤ −2

√
S (M − K ) x

}

≤ exp

(
− SM2δ2

4 (M − K ) σ 4

)

︸ ︷︷ ︸
=:C

and combining B with (77) gives

P

{
Y ≥ SMδ/σ 2

}
= P

{
Y ≥ 2

√
S (M − K ) x + 2x

}

≤ p1,exp

where p1,exp is defined in (28). It is readily seen that p1,exp ≥
C, which leads to P

{Ec
I
} ≤ 2 p1,exp.

Next, from (32) and (28),

log p (d1) = 2−1S (M − K ) (log (1 + d1) − d1)

and

log p1,exp = −2−1S (M − K ) d2
1 (2 + 4d1)

−1

where d1 > 0 is defined in (33). Then, we have

log
p(d1)

p1,exp
= S(M − K )

2

(
log(1+d1)−d1+d2

1 (2+4d1)
−1
)

︸ ︷︷ ︸
=:g(d1)

.

For any d1 > 0, ∂g(d1)
∂d1

=
−d2

1 (2 + 3d1) (1 + d1)
−1 (1 + 2d1)

−2 < 0 and
max
d1>0

g (d1) = 0. Thus, we conclude log p(d1)
p1,exp

≤ 0, which

completes the proof. �

C. Proof of Proposition 2

In the proof of Lemma 4, ZJ is represented by

ZJ =
∑S

s=1

∑M−K

i=1
bs (i)2

=
∑S

s=1

∑M−K

i=1
αJ ,s gs (i)2

where αJ ,s is defined in (39) and gs (i) is Gaussian with a
zero mean and a unit variance. Define a new random variable
Y as

Y = ZJ − S (M − K )

=
∑S

s=1

∑M−K

i=1
αJ ,s

(
gs (i)2 − 1

)

which is of the form of (76). Then, from (44)

P
{EJ

} ≤ P

{
Y < SMδ − (M − K )

∑S

s=1

∥
∥∥xs

I\J
∥
∥∥

2

2

}

≤ P

⎧
⎪⎨

⎪⎩
Y < SMδ − S (M − K ) x2

min,J︸ ︷︷ ︸
=:A

⎫
⎪⎬

⎪⎭

≤ p2,J ,exp (79)

where p2,J ,exp is defined in (30), the last inequality is due
to (78). Due to (29), A is negative. Thus the exponential
inequality of (78) gives the upper bound p2,J ,exp.

Next, from (40) and (30),

log p
(

d2,λmin(RJ ) − 1
)

= 2−1S (M − K ) (t + log (1 − t))

and

log p2,J ,exp ≥ − S (M − K )

4

(
x2

min,J − Mδ
M−K

x2
min,J + σ 2

)2

= −4−1S (M − K ) t2

where t ∈ (0, 1), is defined in (61) and the inequality is due
to (50). Then,

log
p
(
d2,λmin(RJ ) − 1

)

p2,J ,exp
≤ S(M−K )

4

(
t2+2t+2 log(1−t)

)

︸ ︷︷ ︸
=:g(t)

.

For any t ∈ (0, 1) , ∂g(t)
∂t = −2t2 (1 − t)−1 < 0 and

max g (t) = 0. We conclude log
p

(
d2,λmin(RJ )−1

)

p2,J ,exp
≤ 0.

It completes the proof. �
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Abstract— The protocol for cryptocurrencies can be divided 

into three parts, namely consensus, wallet, and networking over-

lay. The aim of the consensus part is to bring trustless rational 

peer-to-peer nodes to an agreement to the current status of the 

blockchain. The status must be updated through valid transac-

tions. A proof-of-work (PoW) based consensus mechanism has 

been proven to be secure and robust owing to its simple rule and 

has served as a firm foundation for cryptocurrencies such as 

Bitcoin and Ethereum. Specialized mining devices have emerged, 

as rational miners aim to maximize profit, and caused two prob-

lems: i) the re-centralization of a mining market and ii) the huge 

energy spending in mining. In this paper, we aim to propose a new 

PoW called Error-Correction Codes PoW (ECCPoW) where the 

error-correction codes and their decoder can be utilized for PoW. 

In ECCPoW, puzzles can be intentionally generated to vary from 

block to block, leading to a time-variant puzzle generation 

mechanism. This mechanism is useful in repressing the emergence 

of the specialized mining devices. It can serve as a solution to the 

two problems of recentralization and energy spending. 

Index Terms— Consensus, Cryptocurrency, Blockchain, Proof- 

of-Work, Error-Correction Codes, Hash Functions 

I. INTRODUCTION 

n cryptocurrencies, the consensus part plays a role in leading 

an agreement among trustless nodes without any communi-

cations. This part is the most innovative because it can prevent 

the double spending attack [1] in a peer-to-peer network in the 

absence of trusted parties. In Bitcoin [2], as an example, more 

than ten thousand of nodes randomly scattered across the world 

aim to reach a consensus in each block time. The Internet is the 

only way to connect them; communication packets are delayed 

and sometimes dropped though the Internet that is designed to 

provide the best effort service. Cyberattacks frequently happen, 

making transactions over the Internet insecure. Nevertheless, 

Bitcoin has shown secure peer-to-peer transactions over the 

past 10 years. With the help of proof-of-work (PoW) which is 

fundamental to the consensus part, this can be possible. 

In Bitcoin, each node does competitive work, called mining, 

to forge a block. The node which wins this competition has the 

right to mint a specified number of coins as this mining reward. 
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If a node was re-forging all the blocks alone, it could spend the 

total amount of works done to all the mined blocks. 

Without PoW, anybody with a computer can alter the content 

of the blockchain, implying unauthorized changes in any mined 

blocks can be possible. If PoW is attached to each mined block, 

attackers cannot make any unauthorized modifications without 

redoing all the works. No node can alone alter any mined block, 

meaning an immutability property. 

In Bitcoin, miners make rational decisions to maximize their 

profits by following a two stage process in which  i) the miners 

select a blockchain whose length is the longest and ii) they 

extend this longest one by adding a newly mined block. Sup-

pose there are two blockchains where one is longer than the 

other one in terms of the length. Since the longer chain has the 

more accumulated works, altering it is more difficult. This 

longer chain shall be treated the more trustable and preferable 

by the miners. Thus, they select the longer chain. Making such 

a selection is rational for the sake of keeping the mining re-

wards. The mining reward is a delayed conditional payment, 

i.e., if a miner mines a block at a given time point t1, the reward 

is delayed until the future moment t2 of time. This time from t1 

to t2 is measured in terms of the number of blocks, say 100 

blocks. If this mined block was not a part of the longest chain at 

the future time point t2, the reward vanishes. Thus, rational 

miners select the longest chain. 

In Bitcoin, miners spend computational resources to forge a 

block by solving a puzzle carved in a bitcoin program as an on- 

chain policy. This puzzle is made using the secure hash algo-

rithm 256 (SHA256) [3]. To solve the puzzle, the miners have 

to repeatedly execute SHA256 by varying an input to SHA256 

until a good hash is given. This input is the header of the block, 

i.e., block header, including six fields such as version, previous 

hash, difficulty, timestamp and nonce, Merkle tree value. The 

version is fixed. Given a block at a certain height, i.e., the l
th

 

block, the previous hash and the difficulty are obtained from its 

previous block, i.e., (l–1)
th

 block. They are constant. The rest 

varies until SHA256 returns a good hash. A good hash can be 

spotted since it shall possess a certain number of leading zero 

bits reflecting the difficulty. The block header of a mined block 

can serve as the proof that a given puzzle is solved without any 

falsehood. 

Satoshi [2] intended for miners to execute SHA256 using a 

central processing unit (CPU). But, faster computing machines 

based on application-specific integrated circuit (ASIC) became 

available. As a result, the miners have chosen to exploit them to 

maximize their profits. To date, the miners equipped with ASIC 
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mining devices have dominated the mining business [4], lead-

ing to two problems: 

M1. The mining markets have become re-centralized [5].  

M2. The electrical energy spent to mine blocks is huge [6]. 

First, the miners have a large portion of the total hash power, 

implying that the plight of the blockchain is left to a handful of 

these influential miners. It can be possible to modify any mined 

blocks on their own rights, leading to shattered trust. Namely, 

they can break the immutability property. Second, new models 

of ASIC mining devices can surpass old models with respect to 

the hash power, which is measured as a hash rate. Each miner is 

forced to buy newer models to win the mining competition. As 

the new models are widely used, the total hash power inevitably 

grows. The difficulty level to solve the puzzle must increase to 

keep a certain predefined range of block generation time that is 

expectedly consumed to mine a single block. Today, this level 

has gotten huge, i.e., O(10
20

) hash rate per second. As a result, 

using CPUs in mining has gotten no longer profitable. Besides, 

as the total hash power increases, the miners spend more and 

more electrical energy to mine blocks. 

If we prevent the usage of ASIC mining, we can alleviate the 

problems M1 and M2. To this end, we use the error-correction 

codes and their decoder. In general, the aim of using the codes 

in modern communication systems is to combat errors occur-

ring over noisy channels in which the errors introduced over a 

noisy channel can be corrected by running a decoding algo-

rithm. The codes have a rich history where there are numerous 

classes of good codes available. They have been used to define 

both a good public-key crypto system and a good hash function. 

The first result can be traced back to the late 1970. McEliece 

[8] used Goppa codes to make a McEliece cryptosystem where 

a message is encoded using a public key :A SGP where G is 

the generator matrix of a binary Goppa code, S is a nonsingular 

random matrix and P is a permutation matrix. The hash, i.e., the 

encoded result, of a provided message is made as follows: a) a 

word is made by multiplying the message with the public key 

and b) adding a binary random word whose number of ones is at 

most t to this word
1
 is to get the hash. Peters et al. [9] extended 

this system using non-binary Goppa codes to reduce the size of 

its public key. Even the size reduces, this system can achieve 

still the same security level as much as that of [8] could. Other 

codes such as low density generator matrix codes [10], low 

density parity check (LDPC) codes [11], [12], Reed-Solomon 

codes [13] and Reed-Muller codes [14] have been used to re-

place the Goppa codes. The aim of using them is to reduce the 

size of the public key. 

Aside from the applications of the error-correction codes into 

the McEliece cryptosystem, the codes are used to construct new 

hash functions. Preneel [15] proposed a method to make new 

hash functions and proved that their hash functions can provide 

strong collision resistant properties. The codes in [15] are either 

the maximum distance separable codes or the Hamming codes. 

 
1 For any Goppa code, there is a construction method to guarantee that the 

minimum distance d of that code is greater than a given positive integer. Thus, 
the value of t can be known in advance using Theorem 1 [32]. 

Selman et al. [16] used LDPC codes to make a hash function 

and proved this function as an average universal hash function 

defined in [17]. These results can motivate us to exploit er-

ror-correction codes in designing a new PoW framework. 

The contributions of this paper are three folds. First, we 

propose a new PoW framework which we name as ECCPoW. 

As the name implies, we add the error-correction code part into 

PoW. To the best of our knowledge, this is the first work in 

which the error-correction codes are applied to blockchains. 

We then explain how we make puzzles, which we call ECC 

puzzles, and give routines to solve them. 

Second, we conduct a probabilistic study to examine a ran-

dom variable called First Success Hash Cycle (FSHC) repre-

senting the number of hash cycles required in solving a given 

ECC puzzle. Based on this study, we get the following results: 

 FSHC follows a geometric distribution with a parameter in 

(21) that depends on the number of miners M and the code 

length n. 

 The expected value of FSHC is a decreasing function with 

respect to the number of miners M. 

 The expected value of FSHC is an increasing function with 

respect to the code length n. 

Third, we define five properties for a good PoW and explain 

how ECCPoW satisfies these properties. We shall note that the 

most innovative property is the time-variant property, making 

ECCPoW suitable to resolve the problems of recentralization 

and energy spending. 

We organize the rest of this paper as follows. Section II gives 

literature surveys regarding SHAs and PoWs. Section III elu-

cidates LDPC codes and a decoder. Section IV addresses how 

ECCPoW works and gives its pseudo codes Section V presents 

theoretical results of ECCPoW. Section VI discusses properties 

of ECCPoW. Section VII presents the conclusions of this paper. 

II. LITERATURE ON BLOCKCHAIN CRYPTOGRAPHIES 

A. Secure hash standard and functions  

The secure hash standard was formulated by NIST [3]. The 

purpose of this standard is to offer the specifications of SHAs 

that yield a hash of a given message. Even the message changes 

slightly, the hash of the changed message comes out completely 

different from that of the original message. Thus, a hash can be 

used to detect whether an original message was altered or not. 

SHAs with such a property can be used for the generation and 

the verification of digital signatures as well as for the message 

authentication. 

A secure hash function takes an arbitrarily sized message and 

produces a fixed-size hash. Let a function h be 

 :h   

which is said to be a cryptographically secure hash function if it 

satisfies the three requirements defined in [17] below: 

(One-way function) Given any hash y to which a corresponding 

message is not known, it is computationally infeasible to find a 

message x such that h(x) = y. 
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(Weak collision resistance) Given an arbitrary message x, it is 

computationally infeasible to find any message x’ which results 

in the same hash, i.e., h(x) = h(x’). 

(Strong collision resistance) It is computationally infeasible to 

find any two different messages x and x’ which make the same 

hashes h(x) = h(x’). 

NIST [3] has proposed a family of SHAs including SHA1, 

SHA224, SHA256, SHA384, and SHA512. A message of any 

size less than 2
64

 bits can be given as an input for SHA1, 

SHA224, and SHA256, while that of less than 2
128

 bits for 

SHA384 and SHA512. The size of a hash ranges from 160 to 

512 bits, depending on the algorithm.  

B. PoW of Bitcoin 

In Table I, we define a puzzle in Bitcoin and give routines to 

solve this puzzle. In Step 2, a miner puts a given block header 

with a selected nonce to SHA256 and obtain a hash of 256-bits. 

In Step 3, this puzzle is declared to be solved if a hash is smaller 

than a specified target value, or in a simpler argument it begins 

with L zero bits, where the target value or the value of L is given 

as the difficulty level of the PoW puzzle. The miner repeats the 

routines from Step 2 to Step 3 by varying the nonce. However, 

there exists a chance in which the miner can fail to hit a good 

hash even though the whole range of nonces, i.e., 0 ~ 2
32

 – 1, is 

used. In such a case, the miner updates the block header, and 

repeats the routines from Step 2 and Step 3. There are two 

methods to update the block header. The first one is to update 

the timestamp field. The second one is to update the Merkle tree 

value by modifying the list of transactions being included in a 

block which the miner aims to construct. 

C. PoW of Ethereum 

Ethash [18] was created for the purpose of preventing the 

advent of ASIC mining devices in Ethereum. In Ethash, there is 

a memory structure called directed acyclic graph (DAG) where 

its data are randomly re-generated every 30,000 block. 

Table II shows routines of Ethash. As we have shown in Step 

2, the current block header with a nonce is taken by SHA3 to 

get a hash. This hash is taken by a predefined function to yield 

mix0 that is random. In Step 4, mix0 is used to determine which 

data from DAG are fetched. No one predicts which data shall be 

fetched from DAG because mix0 is random. The mixer takes 

both the fetched data and mix0 to get a random value in Step 5. 

In Step 6, mix0 is updated using the random value. The routines 

from Step 2 to Step 6 are repeated 63 times. Last, the decision is 

made using this final mix0, as we have shown in Step 8. 

The ASIC resistant property in Ethash is originated from the 

fact that the operation time for the mixer is shorter than that of 

the fetch operation. To be specific, let Ai be the time duration 

(TD) to conduct the mixing operation in which the subscript i 

denotes a chip to run this mixing operation. It is clear that the 

mixing operation TD based on an ASIC chip is significantly 

less than that based on any CPU chip because the clock speed of 

an ASIC chip is much faster than that of any CPU chip, i.e.,  

 
ASIC CPUA A .  

Next, let Bi be the TD to conduct the fetch operation. Unlike to 

the mixing operation TD, this TD depends on the communica-

tions bandwidth between the memory and the cache of the CPU 

in which the fetched data from DAG are passed through. In 

other words, the fetch operation time is connected mainly to the 

bandwidth but not to the clock speed. The purpose to use ASIC 

chips is to increase the processing speed; is not for obtaining a 

higher communications bandwidth. The fetch operation TD for 

CPU and ASIC are thus similar, i.e., 

 
ASIC CPUB B .  

We consider the inner routines of Ethash, i.e., Step 4 and Step 5. 

The mixing operation is conducted after the fetching operation 

is done. This operation TD at Step 4 can be significantly re-

duced using ASIC chips; but the fetching operation TD at Step 

5 is not reduced even if ASCI chips are used. As a result, there 

is a bottleneck between Step 4 and Step 5. This bottleneck has 

the ASIC resistant property enabled. 

Recently, a programmatic PoW (ProgPoW), which is plan-

ning to be used to replace Ethash, has been proposed to further 

improve the ASIC resistant property. This improvement is done 

by changing parameters related to DAG randomly from block 

to block. Such modifications can make the fetch operation time 

increased. But, the development of ProgPoW is not completed 

and ProgPoW is not proven to be secure at the time of writing 

this manuscript. 

D. PoW of Dash 

X11 was proposed in 2014 by Duffield [19]. In Table III, we 

give routines of X11 which consists of hash functions below: 

Blake, Bmw, Groestl, Jh, Keccak, Skein, Luffa, Cubehash, 

Shavite, Simd and Echo. 

TABLE I. The routine of bitcoin 

Inputs: 0 (block header except for nonce)  and L 

Step 1: for nonce = 0, 1, 2, … 232 – 1 

Step 2:   0SHA256 noncee  

Step 3:  If e begins with L zero bits, then go to Step 5. 

Step 4: end 

Step 5: Block generation & broadcast 

 

TABLE II. The routine of Ethash 

Inputs: 0 (block header except for nonce), L and DAG 

Step 1: for nonce = 0, 1, 2, … 232 – 1 

Step 2:    0mix0 SHA3 noncef  

Step 3:  for i = 1, 2, …, 63 

Step 4:          data1 Fetch DAG,mix0  

Step 5:              tmp Mixing mix0,data1  

Step 6:  mix0 tmpf  

Step 7:      end 

Step 8: If mix0 begins with L zero bits, then go to Step 10. 

Step 9:  end 

Step 10:  Block generation & broadcast 

where f is a predefined function. Details on f  is given in [18]. 
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Blake first takes a given set of the current the block header 

with a selected nonce to get its hash. Next, Bmw takes this hash 

as its input to yield a hash. The same procedures are repeated 

until Echo, the last hash function, yields its hash. The decision 

is made using this last hash, as we have shown in Step 13. 

However, the order of using the 11 hash functions is always 

fixed. This fixed order makes the development of ASIC mining 

devices possible and in fact an easy task. The development of 

ASIC mining solution can be done when these hash functions 

are implemented in a single device. Logic gates to sequentially 

connect the hash functions can be implemented. The first ASIC 

mining device targeting X11 was developed in 2016. 

The idea behind X11 has been extended to other PoWs such 

as X13, X15, and X17. As the names suggest, they consists of 

13, 15, and 17 hash functions, respectively. To date, there a set 

of ASIC mining devices for both X13 and X15 while there is no 

ASIC mining device yet for X17.  

E. PoW of Raven 

In 2018, a new extension of X11 was proposed in [20]. This 

is called X16r. It uses multiple hash functions given in Table IV 

to get the last hash like to other extensions of X11 that we have 

discussed in Section II D. But, unlike the others, the sequence 

of the hash functions in X16r can be made to vary from block to 

block. This variation seems to be a role for preventing the ad-

vent of ASIC mining devices for X16r. 

We provide an example to address how X16r operates. The 

sequence X16r is determined upon the last 16 bytes of a pre-

vious hash. Let this previous hash be 

0x0000...04def2c3eff6da11542ffcdabce. 

The last 16 bytes are 6da11542ffcdabce. Then, the sequence is 

decided on the basis of Table IV below: 

Luffa → Shabal → Echo → Bmw → Bmw → Skein → Keccak 

→ Groestl → Sha512 → Sha512 → Fugue → Shabal → Echo 

→ Hamsi → Fugue → Whirlpool. 

A miner puts a given set of the block header with a selected 

nonce through Luffa to yield a hash. Shabal takes this hash as 

its input to yield its hash. This routine is repeated until the last 

hash is yielded. In the above example, the last hash is obtained 

through Whirlpool. 

At the time of writing this manuscript, it seems, no one has 

officially succeeded in implementing ASIC mining devices for 

X16r, i.e., there is no announced commercial product. However, 

Black and Weight, the developers of X16r, in [20] stated that 

reordering the sequence cannot make the development of ASIC 

mining devices impossible. Recently, in [33] at Nov., 2019, 

Whitefire990 reported a simulation result which indicates the 

probability of k time-repetition, such that the same hash func-

tion is used at least 5 times consecutively when k is 5, expo-

nentially decreases in k. Insisted further is that k greater than 5 

can be ignored in designing of ASIC mining devices. As such, 

what claimed there is that the ASIC-resistant property of Raven 

can be broken by the said ASIC designing method. It shall be 

noted, however, that all these claims provided in [33] have not 

yet been carefully verified through a peer-review system.  

F. Short summary from C to E 

From the subsection II.C to II.E, we have reviewed the ex-

isting ASIC-resistant PoWs categorized as follows: 

a. The usage of intentional memory access. 

b. The usage of multiple hash functions. 

Ethash and ProgPoW can belong to the first class while X11 

and its variants such as X13, X15, X17 and X16r can belong to 

the second class. The basic idea of the first class is to use the 

bottleneck intentionally caused by randomly fetching data from 

a memory. The basic idea of the second one is to use the mul-

tiple hash functions, which can make the development costs of 

ASIC mining devices expensive. 

At the time of writing this manuscript, ASIC mining devices 

for Ethash, X11, X13 and X15 are available. The development 

of ProgPoW is not yet available. X17 and X16r can be resistant 

to ASIC mining devices. But, as the ASIC-resistant property of 

the PoWs such as X11, X13 and X15 are broken, that of X17 

can be cracked in the near future when the hardware develop-

ment technology is improved. As mentioned in the subsection 

II.E, there is a claim that the anti-ASIC property of X16r could 

be broken; but to date no commercial ASIC mining device has 

been announced. 

III. Literature Surveys on LDPC 

An LDPC decoder plays an important role in ECCPoW. That 

is, the decoder is utilized to generate an unpredictable random 

output that can be later on used to give a proof whether a puzzle 

is solved or not. We prepare this section to give a quick sum-

mary regarding the LDPC codes and their decoders. 

In 1963, LDPC codes were proposed by Gallager in his the-

sis [7]. But, the codes received no attention back then because 

computers were not sufficiently fast enough to check the per-

TABLE III. The routine of X11 

Inputs: 0 (block header except for nonce)  and L 

Step 1: for nonce = 0, 1, 2, … 232 – 1 

Step 2:   0 noncee Blake  

Step 3:  e eBmw  

  …. 

Step 12:  Echoe e  

Step 13:  If e begins with L zero bits, then go to Step 15. 

Step 14: end 

Step 15: Block generation & broadcast 

 

TABLE IV. The map for X16r  

Value Hash Value Hash 

0 Blake 8 Shavite 

1 Bmw 9 Simd 

2 Groestl a Echo 

3 Jh b Hamsi 

4 Keccak c Fugue 

5 Skein d Shabal 

6 Luffa e Whirlpool 

7 Cubehash f Sha512 

 



Submitted for publication to IEEE Transactions on Information Forensics & Security 

5 / 13 

 

5 

formance of a decoder. Mackay and Neal [22] reported in 1997 

that the codes could achieve the Shannon limit [21] closely with 

a message passing decoder that uses a kind of belief propaga-

tion algorithms. Since then, numerous studies on the codes have  

been made. They are categorized as follows: i) constructing the 

codes to approach the Shannon limit [21] and ii) implementing 

the fast decoders based on either ASIC [23]–[26] or field pro-

grammable gate array (FPGA) [27]–[28] to support real-time 

decoding purpose. 

A. LDPC codes 

LDPC codes can be generalized to a non-binary alphabet for 

improving its error-correction capability. But, for the purpose 

of using these codes in ECCPoW to provide a new time-varying 

anti-ASIC PoW system, it hence is suffice to consider the bi-

nary alphabet version only. 

An (n, k) LDPC code is a linear code constructed by sup-

plementing each message m of size k with parity bits to get a 

codeword of size n. This code is often defined with respect to a 

parity check matrix H of size m × n such that each element is 

binary either zero or one and the number of ones is very small, 

where m is the number of parity bits, i.e., m = n – k. 

For a given parity check matrix H, its corresponding LDPC 

code can be either regular or irregular. If H contains a constant 

number wc, called the column degree, of ones in each column 

and a constant number wr, called the row degree, of 1s in each 

row, the code is called regular. For a given regular LDPC code, 

the parameters such as n, k, wc, and wr satisfy the following: 

   .c r rnw n k w mw    (1) 

If H contains a different number of 1s in both each column and 

each row, the code is called irregular. In the perspective of the 

error-correction capability, irregular codes are better than reg-

ular codes. To serve our purpose of anti-ASIC PoW mechanism, 

we aim to consider the regular LDPC codes because 

i. it is much easier to implement a decoder of regular LDPC 

codes and 

ii. the aim of using this decoder is not to correct errors but to 

yield an unpredictable random output. 

A bipartite graph is often used to represent an LDPC code, as 

we have shown in Fig. 1. The lower and upper nodes are called 

the variable nodes and the check nodes, respectively. Each edge 

shows the adjacency of the i
th

 variable node and the j
th

 check 

node and corresponds to a nonzero (i, j)
th

 element in H. 

For a given LDPC code, its error-correction capability relies 

on the minimum (Hamming) distance d. This distance is given 

by solving an optimization problem in which we consider any 

pair of 2
k
 – 1 different codewords below: 

 
 1 2 2

, , , \

min
k n

h
d




u c c c 0

u  (2) 

which is NP-complete, where 
h

x is the number of 1s in x. 

Thus far, studies on the computation of a good approxima-

tion to minimum distance for a given fixed H with reasonable 

size have been reported futile and as such it has remained as an 

open problem. Keha and Duman [29] proposed a branch and cut 

algorithm to obtain the minimum distance of LDPC codes. But, 

this algorithm requires a large amount of time and memory; it is 

thus only useful if n is small. Then, Hashemi and Banihashemi 

[30] proposed a method to find lower and upper bounds of the 

minimum distance of LDPC codes and obtained both of the 

bounds even when n > 64,000. 

For regular LDPC codes with a particular pair of wc and wr, 

upper and lower bounds for a relative minimum distance which 

is the ratio of the minimum distance d to the code length n, are 

given in [31] and [7], respectively. We use them for our purpose 

in this paper in Section IV. Once the minimum distance is given, 

the number of correctable errors can be computed as follows: 

Theorem 1 [32]: Let a linear code be defined as a given parity 

check matrix H which has the minimum distance d. Then, the 

number of correctable errors is 

  1 2t d     (3) 

where x    denotes the integer part of x. 

We explain how to encode a message m for a given H of size 

m × n. To this end, we build a generator matrix G of size n × k 

whose column space is orthogonal to the row space of H below: 

Step 1: Conduct the Gaussian elimination to rewrite H as 

follows: 

 T

n k
   H A I  

where In–k is the identity matrix of size (n – k) × (n – k). 

Step 2: Form G of size n × k as follows: 

 .
k 

  
 

I
G

A
 

It is noted that ,n k kHG 0  where ,n k k0  is the zero matrix of 

size (n – k) × k. Note again m = n – k. The message m is encoded 

to produce a codeword c of size n × 1 via c = Gm. Then, be-

cause of the definition of G, it is always seen that the result of 

multiplying H with c is the zero vector of size m, i.e.,  

 .m Hc HGm 0  

A decoder takes both the parity check matrix H and the 

corrupted word r, which is r = c + e, where e is an error pattern. 

The decoder runs a message-passing algorithm [32] shown to 

be the standard decoding algorithm to remove e. 

The principle behind the message-passing algorithm is to 

iteratively propagate probabilistic information among the var-

iable and check nodes. The iterations are terminated if either the 

number of iterations exceeds a given number or an output is a 

codeword. Detailed explanations on how this algorithm oper-

ates are provided in [32], i.e., Algorithm 5.1 on page 220. The 

algorithm takes parameters such as H, r, maxIter, and ε, where 

maxIter is the number of maximum iterations, and ε is the cross 

error probability that is used to determine the initial value of the 

algorithm. 
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The error-correction performance of the algorithm depends 

on both maxIter and the crossover error probability. If maxIter 

is small, the algorithm fails to obtain a converged solution. If it 

is large, the algorithm may take a considerably long computa-

tional time to obtain its solution. In the literature, maxIter is set 

from 10 to 20 in general. Next, the crossover error probability is 

set if the transition probability of a binary symmetric channel is 

either given or estimated. If this is improperly set, the decoding 

performance is degraded, leading to the poor error-correction 

capability. For the purpose in correcting errors, this parameter 

must be carefully considered. 

The aim of using the decoder in ECCPoW, please make note 

of the fact that, is not to correct errors. Thus, there is no need to 

set maxIter and ε strictly. One condition that we shall aim to 

satisfy is that all the miners in ECCPoW system have to use the 

same values for these parameters. This condition can be easily 

satisfied by letting them to be published fixed constants in the 

proposed implemented program. As the miners verify a newly 

published block before accepting it, there is no benefit not to 

follow and use different ones for these published parameters. 

That is, any proof obtained from arbitrary parameters other than 

the published ones must be rejected. 

We will give details on how to construct the other parameters, 

such as H and r, in Section IV. 

B. FPGA and ASIC Implementation 

LDPC decoders based on ASIC, a.k.a. ASIC-LDPC decoders 

are implemented to achieve low power consumption and fast 

processing. In the decoders, the check and variable nodes have 

to be physically connected using logical gates for a given parity 

check matrix. Fixed connections are to imply limited flexibility 

on the designs on the ASIC-LDPC decoders, making them only 

to support either a set of pre-defined parity check matrices or 

structured parity check matrices. We give our surveys related to 

existing ASIC-LDPC decoders as follows. 

First, the ASIC-LDPC decoder in [23] supports quasi-cyclic 

parity check matrices decomposed into cyclic-shifted identity 

and zero matrices. These matrices have the same structure that 

is used in implementing the decoder. Second, the ASIC-LDPC 

decoder in [24] supports the parity check matrices included in 

the IEEE 802.16e system. These matrices are fixed; not change. 

Third, in [25], Hanzo et al., reviewed the state-of-the-art of 

ASIC-LDPC decoders and stated that these decoders must take 

a bank of hardware to support many random parity check ma-

trices. Namely, additional components such as memories, con-

trollers and switchable interconnections are required, resulting 

in that these components occupy the most chip area in the de-

coders. They supported their statement by providing an exam-

ple of [26] in which the ASIC-LDPC decoder supports about 

100 parity check matrices, but its additional components oc-

cupy 75% of the total area of the decoder. This shows that there 

are no practical implementations on ASIC-LDPC decoders to 

support an infinite number of random parity check matrices. 

There are FPGA-LDPC decoders that are the LDPC decod-

ers implemented on FPGA chips. FPGA-LDPC decoders con-

sume more power rather than ASIC-LPDC decoders do. But, it 

is much easier to reprogram the FPGA-LDPC decoders, which 

implies that they can achieve the more flexibility on the designs 

compared to ASIC-LDCP decoders. The FPGA-LDPC decoder 

in [27] supports parity check matrices up to n = 65,000. But, it 

is required to load a parity check matrix onto this decoder when 

it has to be changed, requiring additional time. In [28], Hanzo et 

al., stated that FPGA-LDPC decoders require additional routing 

and processing devices to support many parity check matrices. 

But, as they pointed, the use of these additional devices can lead 

to complex designs, increasing the cost of the decoders.  

IV. ERROR-CORRECTION CODES PROOF OF WORK 

In this section, we give details on ECCPoW. For simplicity, 

we organize this section into four subsections. In the first sub-

section, we list fields belonging to a block header of ECCPoW 

and provide their simple explanations. In the second subsection, 

we illustrate an overall structure of ECCPoW and its explana-

tions. In the third subsection, we explain how we construct two 

inputs that appear as we use a decoder of error-correction codes. 

In the last subsection, we give the definition of an ECC puzzle 

generation function and present how to define an ECC puzzle 

using this ECC function. We end the last subsection by giving  

routines for solving this ECC puzzle. 

A. Block header in ECCPoW 

The block header of ECCPoW is defined to be a data struc-

ture that has eight fields such as timestamp, Merkle tree value, 

previous hash value, nonce, version, code length, row degree 

and column degree. 

We use the fields such as version, timestamp, previous hash 

value, Merkle tree value and nonce to achieve in the purpose of 

guaranteeing the immutability property similar to Bitcoin. 

We use the remains such as the code length, the row degree 

and the column degree to assign the size of hash vector and 

parity check matrix (PCM), which appears due to the usage of a 

decoder of a family of LDPC codes. As we will show in Section 

V, we change the difficulty level of a puzzle by varying the 

code length if the column degree and the row degree are fixed. 

B. Overall structure of ECCPoW 

Fig. 1 is prepared to present an overall structure of ECCPoW. 

This structure consists of three parts such as i) the hash vector 

generation (HVG) part, ii) the LDPC decoder part and iii) the 

decision part. We explain each part as follows. 

In the HVG part, we randomly generate a hash vector of size 

n using a series of SHA256s taking the CBH with a given nonce 

generated by the nonce generator. The details how to generate 

this hash vector from the knowledge of the CBH will be given 

in the subsection IV.C. 

In the LDPC decoder part, there is a decoder from a family of 

LDPC codes. This decoder takes the above hash vector and runs 

the message-passing algorithm [32] to yield a binary word c. It 

is noted that this decoder takes a parity check matrix (PCM) H 

determining the relation between an input and its corresponding 

output. The details how to construct this PCM will be given in 

the subsection IV.C. 
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Last, in the decision part, the decision is made on the basis of 

the output provided by the decoder, as we have shown in Fig. 1.  

C. Construction of hash vector and parity check matrix in 

ECCPoW 

First, we provide the definition of hash vector r and give how 

we construct this hash vector using the current block header. 

Definition 1 – Hash Vector: A hash vector r, which is a vector 

of concatenating outputs of SHA256s, of size n is defined to be: 

 
 

 
1

1 1

1: if 256
:

1: if 256l l

n n

j n

 
 

   

s
r

s s s
  (4) 

where 256l n    ,  j = n – 256 × l,  

    
256

1 : SHA256 CBH 0,1 s  (5) 

and  

    
256

1: SHA256 0,1u  s s  (6) 

where u = 2, 3, …, l + 1 and CBH is the current block header. 

The current block header represented to be CBH in (5) is the 

on-chain information that is stored in the Internet. Anyone thus 

can access this on-chain information, leading to that anyone can 

make the same hash vector that a miner made during his mining 

competition work. 

Second, we give a construction method of PCM for a given 

previous hash. This construction method has to be designed to 

satisfy two conditions: 

C1. Any verifier can reconstruct the PCM using on-chain 

information that the miner has used. 

C2. Formation of a PCM can vary from block to block. 

First, suppose that C1 is not met. One choice a miner can opt 

out is to include a constructed PCM in a block for making any 

verifier to check the validity of this block. This may result in, 

under the condition that the block size is fixed, reducing the 

number of transactions stored in the block. Second, suppose C2 

is not met. We then remind the literature survey given in Sec-

tion III. This survey is to indicate that developing ASIC-LDPC 

decoders for supporting a single PCM can be possible. Thus, if 

C2 is not satisfy, there is a possibility to develop ASIC mining 

devices. Thus, C1 and C2 must be satisfied simultaneously. 

Now, we begin to explain the proposed construction method 

that can satisfy C1 and C2. First, we let you know that the PCM 

parameters such as the code length n, the row degree wr and the 

column degree wc are essentially required to construct a PCM H. 

More concretely, if they are provided, we can assign the value 

of m, the number of rows of H in (1). These parameters are 

included in the block header, as we have stated in the second 

paragraph in this section. 

 The proposed method is based on the method of Gallager [7]. 

This aims to construct H that can be decomposed into a set of 

sub-matrices of size wc×n as follows: 
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                    (7) 

where  i A  is the i
th

 submatrix constructed by random per-

 
Fig. 1. An overall scheme of ECCPoW. 
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mutation of the columns of A, 
i  is the i

th
 permutation order, 

and 

  : 0,1

r

c

r

w

w n

w



 
 

  
 
 

1

A

1

 

whose the i
th

 row has 
cw 1s in a row from (i  – 1)×wr to i×wr and 

   1
: 1 1 1 .r

r

w

w


 1 1  

Let wc, wr and n are fixed. Different PCM can be constructed 

by varying the permutation orders, leading to the serial creation 

of different PCMs. To come up with different random permu-

tation from block to block, we use a previous hash. Namely, we 

let PBHV be assumed to be an array of 32 bytes to represent the 

given previous hash. We generate an initial seed value S below 

      : PBHV 0 PBHV 1 PBHV 31S       (8) 

where PBHV[i] is the i
th

 element of PBHV. The first permuta-

tion order is generated using a seed value S. The i
th

 permutation 

order is then generated using S – i + 1. The pseudo code of this 

construction method of PCM is given in Table VI. 

We explain how the pseudo code given in Table VI can sat-

isfy the conditions C1 and C2 mentioned earlier. In Step 4, the 

i
th

 permutation order is constructed using S – 1 + i. Any verifier 

can get the same value S without any communications because 

PBHVs are on-chain information and thus available within the 

chain. Thus, the verifiers can easily reconstruct what the miner 

has constructed in the past, which confirms that the proposed 

method satisfies C1. Second, PBHVs are hashes and thus pos-

sess the characteristics of random numbers; i.e., the initial seed 

value is a random number. All of the permutation orders are 

provided using the initial seed value. Thus, the orders vary from 

block to block, which confirms that the proposed method sat-

isfies C2 as well.  

D. Construction of ECC puzzle generation functions and ECC 

puzzles 

Let the current block header (CBH) except nonce be given. 

We define an ECC puzzle generation function by concatenating 

the HVG part and the decoder part. 

Definition 3 – ECC puzzle generation function: Let the current 

block header (CBH) except nonce be given. For this given CBH, 

an ECC puzzle generation function (ECCPGF) is defined to be 

a composite function as follows: 

    
1

CBH : nonce 0,1
n

h


c  (9) 

where c is the output of a decoder defined in Definition 4. 

Definition 4 – Decoder: A decoder takes both the hash vector r 

in (4) and the PCM H in (7) as its inputs and runs the message 

passing algorithm given in [32] to yield a vector c of size n: 

    
1

: , 0,1 .
n

MP


r H c  (10) 

When the CBH with a selected nonce is given, we can make 

a hash vector r according to (4). Using the previous hash value 

included in the CBH, we can make a PCM H as well. The de-

coder then takes both of them to yield the binary word, as we 

have shown in (10). This binary word is the output of ECCPGF, 

as we have shown in (9) 

A mapping rule in the LDPC decoder depends on the form of 

H. As we have discussed in the subsection IV.C, we can choose 

to vary H from block to block. As blocks are mined endlessly, 

infinitely many PCMs can be made. Thus, as we have men-

tioned in the subsection III.B, this can deter the development of 

an ASIC-LDPC decoder. Making ASIC chips to function as an 

ECCPGF becomes extremely difficult, if not impossible. Thus, 

we use this ECCPGF to define an ECC puzzle as follows. 

Definition 5 – ECC Puzzle: An ECC puzzle constructed using a 

given ECCPGF defined in (9) is defined to be 

 find  subject to ( ) .CBH mnonce h nonce H 0  (11) 

Namely, this puzzle is a problem where we aim to find a nonce 

satisfying the constraint given in (11). 

We shall note that this puzzle can be time-variant from block 

to block and resistant to ASIC chips. We will provide details in 

Section VI. 

Last, we provide codes to solve a puzzle in Table V. In Step 1, 

a nonce is selected from 0 to 2
32

 – 1. We construct a hash vector 

r using (4), as we have shown in Step 2. In Step 3, we execute 

the decoder to give an output by taking both r and H. The de-

cision is done using this output in Step 4. If the output is not a 

codeword, we repeat the routines from Step 1 to Step 4. Similar 

to Bitcoin, there is a case in which we cannot find the solution 

even we consider the whole nonces. In such a case, we modify 

the fields such as timestamp and Merkle tree value of the cur-

rent block header. This modification can lead to the variation of 

the hash vector (4). We then repeat the whole routines with this 

modified block header. 

TABLE V. The pseudo codes for ECCPoW 

Inputs: CBH and PCM H 

Step 1: A nonce is uniformly chosen from [0, 232 – 1 ] 

Step 2: 
Construct a HV r using (4) with a chosen nonce and the given 

CBH. 

Step 3: Obtain a vector c using (10) with the given PCM H. 

Step 4: If the constraint in (11) is satisfied, then go to Step 5.  

Step 5: Block generation & broadcast 

 

TABLE VI. The pseudo codes to construct PCM 

Inputs: n, wc, wr and BHV  

Output: H 

Step 1: Construct S using (8). 
Step 2: Construct A by following the statements below (7) and H = A. 

Step 3: for i = 2 to wc – 1 

Step 4: Construct i  with the seed value S – i + 1. 

Step 5:   .
T

i 
 

H H A  

Step 6: end 

Step 7: .TH H  
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V. ANALYSIS ON ERROR-CORRECTION CODES PROOF OF 

WORK 

To solve an ECC puzzle, we repeat the routines from Step 1 

to Step 4 many times until finding a nonce that satisfies the 

constraint in (11). A simple question such that what is the 

number of trials for finding this nonce naturally arises. To this 

end, we conduct a probabilistic study for giving answers to the 

following three questions: 

Q1. What is the number of hash cycles needed to solve a 

given puzzle? 

Q2. Which are the parameters which affect the number of 

hash cycles needed? 

Q3. How does the number of miners affect the number of 

hash cycles needed? 

We define the hash cycle, the success event, and the mining 

game, respectively. 

Definition 6 – Hash Cycle: The single execution of the whole 

routines from Step 1 to Step 4 given in Table V is defined to be 

single hash cycle. 

Definition 7 – Success Event: A success event occurs if a nonce 

such that the decoder defined in (10)  can return a codeword is 

found, i.e., the constraint in (11) is satisfied. 

Definition 8 – Mining Game: Let both a PCM H of size m × n 

and a CBH except for nonce be given. There are M miners, and 

each use a single computer with the same computing capacity. 

A mining game (MG) 

  MG ,CBH, ,M pH  (12) 

is defined that the miners compete with each other in a race to 

hit the success event first. We let p be the decoding success (DS) 

probability of the decoder for this given PCM H, i.e., 

  : Pr : mp  r Hc 0  (13) 

where c is the output of the decoder defined in (10). 

For a given PCM H of size m × n, there are 2
k
 codewords: 

  1 2 3 2
, , , , .kc c c c  

Then, we define a sphere set for the given i
th

 codeword 

     , : 0,1
n

i i h
l l  c r r c r   

whose cardinality is 

  
0

,
0 1 2

s

i l

n n n n n
l

l l

         
              
         

c   

where s is a positive integer and 
h

x is the number of 1s in x. 

We assume that the decoder defined in (10) is optimal, im-

plying that it can correct up to t errors where t is obtained by (3). 

The decoder always yields the i
th

 codeword when it takes an 

input belonging to the ith sphere, i.e., 

  : ,MP ir H c  

where  , .i tr c  Then, we have 

 
   

  

2 2

1 1 0

2

1

Pr Pr

Pr ,

k k

k

t

i i hi i l

ii

p l

t

  



    

 

  



c c r c

r c

 (14) 

where c is an output of the decoder which takes a hash vector r. 

Since the number of inputs that can be mapped into one of the 

codewords is 

  
2

1
, ,

k

ii
t

 c  

the DS probability p can be expressed as follows:  

    
12

2

0
1

2 , 2 , 2

k d

n k n k n

i i l
i

n
p t t

l

 
     




 
    

 
 c c  (15) 

where the third equality comes from (3). 

Intuitively, the number of trials increases as p decreases. It is 

natural to find which parameters make effects on p. To this end, 

we establish Proposition 1 to provide the behavior of p in terms 

of the code length n under the assumption that the row degree 

and the column degree are fixed. 

Proposition 1 – Let wc ≥ 3, wr > wc be fixed constants and their 

ratio be a fixed constant as well 

  : 0,1c rw w   . (16) 

Let the size of a given PCM H be m × n. For any  0 < δ < 1/2, we 

have 

 
  2

2 2
n Hn p
       (17) 

where H(x) is the binary entropy function defined as follows: 

      2 2log 1 log 1 .H x x x x x       

Indeed, let the ratio further satisfy the following: 

   0.25 ,1 .H   (18) 

Then, the DS probability p vanishes with increase in n. 

Proof: From (1) with (16), we infer that 

 .k n n    (19) 

The results [7] state that the minimum distance of any regular 

LDPC code with constant wr and wc ≥ 3 can linearly increase 

with increase in n. This statement indicates that the distance can 

be expressed as for any 0 < δ < 1/2, 

 .d n      

Substituting (19) into (15) leads to an upper bound to p 

 
  2 2

2
0

2 2 2 2

n

n
n

n Hk n k n nH

l

n
p

l




 

   
  
 

  
  



 
   

 
  (20) 
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where the second inequality comes from the fact that any in-

tegers 1n k  with 0.5k n   

 
 

0
2 .

k nH k n

l

n

l

 
 

 
   

By assuming t = 0 in (14), the lower bound is obtained below: 

    2 , 2 ,0 2 2 .k n k n k n n

i ip t       c c   

Last, let the ratio satisfy (18). Then, the term of the exponent in 

the upper bound in (17) is negative because for any 0 < δ < 1/2, 

   2 0.25H H  . 

Thus, increasing n makes the upper bound on p reduced. This 

leads to that p vanishes as n goes to infinity.                            ■ 

We provide quick discussions on Proposition 1. First, for the 

fixed constant α, decreasing the code length n makes the lower 

bound on the DS probability p grow. Second, if we select any 

pairs of wc and wr which can satisfy (18), then p vanishes as n 

increases. This means that no one solves an ECC puzzle using 

these pairs for sufficiently large n. We thus have to avoid se-

lecting such pairs for preventing this critical problem. 

We define a random variable to represent the number of hash 

cycles required to end a MG and provide its statistical proper-

ties, respectively. 

Definition 8 – Random Variable: For a given MG, X
M

 is de-

fined as a random variable that represents the number of hash 

cycles to end this given MG, where the subscript M denotes the 

number of miners forging simultaneously and independently. 

We call this random variable First Success Hash Cycle (FSHC). 

Theorem 2 – Let an MG{H, CBH, M, p} be given. Then the 

distribution that FSHC occurs at the l
th

 hash cycle is 

    1

f,a f,aPr X 1l

M l p p     

which is a geometric distribution with a parameter 

  f,a1 p  (21) 

where  f,a : 1
M

p p   is the probability that all of the miners 

fail to succeed in solving a given puzzle. Then, we have 

    
1

f,aX 1M p


   (22) 

and 

    
2

f,a f,aX 1 .M p p


    

Proof: The proof is clear, as XM follows the geometric distri-

bution with (21). We thus omit it.                                             ■ 

For the constant α defined in (16), Proposition 1 shows that 

the DS probability p grows with decrease in the code length n. 

When p grows, the parameter (21) reduces and converges to a 

real positive number. Thus, the expected value gets reduced and 

converges to a number, implying that an ECC puzzle becomes 

easier as n gets smaller. 

Next, we consider a case in which n grows. In this case, the 

upper bound given in (17) is too loose to be considered unless α 

satisfies (18). Thus, we require another upper bound on p which 

is tighter than the previous upper bound. To this end, we invoke 

a table of [31]. For a certain pair of the column degree wc and 

the row degree wr, this table was obtained and given in the form 

of an upper bound δ1 to the relative minimum distance δ0, the 

ratio of the minimum distance d to the code length n. For wc = 4 

and wr = 5, for example, the upper bound is 0.3238. For wc = 4 

and wr = 8, it is 0.1765. The result was obtained from an as-

ymptotic analysis; i.e., by letting n go to infinity. 

We use the upper bound δ1 to obtain a tighter bound on the 

DS probability p as follows: 

  1, ,p g n k   (22) 

where δ1 is given in the table of [31] for a certain pair of wc and 

wr and 

  

1

2

0
, , : 2 .

n

k n

l

n
g n k

l





   
 

   



 
  

 
  

The bound in (22) is obtained by simply replacing the minimum 

distance with the upper bound, respectively: 

 0 1: .d n n       

Once the upper bound on p has been obtained, we can use it 

to find a lower bound to the expected value of FSHC below:  

 
  

 
1

1
X

1 1 , ,
MM

g n k 


 
 (23) 

We can examine the behavior of (22) with respect to the code 

length n and the number of miners M. In Table VII, we provide 

the lower bounds to the expected value by varying either n or M. 

They are obtained for a case in which the column degree wc and 

the row degree wr are 4 and 5, respectively. We can see that the 

lower bound increases with increase in n for the fixed M. That 

is, it increases from 1.58 × 10
4
 to 2.46 × 10

4
 when n is increased 

from 80 to 160. This result implies that increasing n makes an 

ECC puzzle more difficult to solve. For the other pairs of wc 

and wr given in [31], the same result is observed.  

Now, for the fixed code length n, we consider the behavior of 

the expected value of FSHC by growing the number of miners 

M. Intuitively, as more miners are involved in solving a given 

puzzle, this puzzle has to end early. In addition, if an infinite 

number of miners work, any MG has to end at the 1
st
 hash cycle. 

These intuitions can be confirmed by Corollary 1 given below. 

TABLE VII. The lower bound given in (23)  

wc = 4 and wr = 5 M = 1 M = 5 M =20 

Lower bounds, i.e., δ1 = 0.3238 in (23) 

n = 80 ,  k = 12 1.58×104 0.31×104 0.08×104 

n = 120 , k = 24 6.03×107 1.20×107 0.30×107 

n = 160 , k = 32 2.46×109 0.49×109 0.12×109 
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Corollary 1: Let a MG{H, CBH, M, p} be given. The expected 

value of a FSHC given in (22) decreases with increase in the 

number of miners M. In particular, this value can converge to 1 

as M goes to infinity. 

Proof: It is immediately seen that 

  f,a

f,a

logX
0

M
pd

dM p
    

implying that the expected value given in (22) is a decreasing 

function of M. As M goes to infinity, the parameter defined in 

(21) goes to one. Thus, the expected value converges to one.  ■ 

The decoding process, i.e., Step 3 in Table V, can occupy the 

most computational time in a single hash cycle. In this decoding 

process, matrix-vector products are required, implying that the 

computational cost to run a single hash cycle can be modeled as 

O(mn). Each miner uses the same single computer in a given 

MG. Thus, we can assume that each miner only runs τ opera-

tions per second. This assumption makes us define an expected 

value of a block generation time as follows. 

Definition 10 – Block Generation Time: A MG{H, CBH, M, p} 

is given. Each miner is assumed to run τ operations per second. 

Then, the block generation time T can be defined as 

    1: X .MT O mn   (24) 

Both Proposition 1 and Theorem 2 can indicate that the ex-

pected value in (24) is an increasing function of the code length 

n. We thus immediately conclude that the block generation time 

T is an increase function of n. 

VI. DISCUSSIONS ON ECCPOW 

We prepare this section to provide plentiful discussions on 

ECCPoW. To this end, we begin to define general properties of 

PoWs and explain how ECCPoW can have them. We introduce 

a new property that ECCPoW can only have. This new property 

makes ECCPoW become a solution to the problems such as M1 

and M2 which we have stated in Section I. 

We now begin to define properties below. 

P1. A puzzle has to be time-consuming, but it is easy to check 

whether a given solution is correct or not. 

P2. Any previous solution cannot be used to find a current 

solution. 

P3. A puzzle can be solved with overwhelming probability 1 if 

and only if miners follow the routines of PoW. 

P4. The difficulty of a puzzle can change. 

P5. A puzzle can be time-variant from block to block. 

The existing PoWs have the properties from P1 to P4. Let us 

begin to consider how bitcoin satisfies them. First, each puzzle 

is expected to be solved per 10 minutes. In contrast, validating a 

given solution can be instantly done. Second, SHA256 takes the 

block header to get its hash. The block header in Bitcoin has the 

timestamp field. Due to this timestamp field, the contexts of the 

current block header can be different to those of any previously 

mined blocks. Thus, any solutions given in these mined blocks 

are useless in finding a current solution. Thus, P2 holds. Third, 

the number of possible hashes is 2
256

 while the number of so-

lutions is about 2
(256 – L)

 where L is a pre-defined value ac-

cording to the difficulty of the provided block header. Thus, a 

possibility that a provided nonce is a solution is 2
L
. In the 

567,657
th

 block of bitcoin, L is 72. This is to imply that for this 

block, the probability that a randomly given nonce can be a 

solution is 2
-72

. Thus, all the miners have to follow the routines 

in Table I to solve a puzzle, meaning P3. Next, whenever 2016 

blocks are mined, the difficulty periodically changes, implying 

P4. Last, existing PoW does not hold P5. The reasons for this 

issue will be given after explaining how ECCPoW satisfies P5. 

Now, we begin to explain how ECCPoW can satisfy all the 

properties using the results established in the previous section.  

Corollary 2: ECCPoW can satisfy the first property P1.  

Proof: For a given nonce, we complete the verification whether 

this nonce is a solution or not by conducting the steps from Step 

1 to Step 4 in Table V. This verification requires a single con-

struction of a hash vector and a single execution of the decoder 

(10). In contrast, to solve an ECC puzzle, one has to do work by 

repeating them many times, as we have stated in Section V.   ■                                               

Corollary 3: ECCPoW can satisfy the second property P2. 

Proof: As we have stated in Definition 5, we construct an ECC 

puzzle using an ECCPGF in Definition 3. This ECCPGF takes a 

hash vector as its input and produces a binary word as its output. 

The decision is made based on this binary word. To make this 

hash vector, we put a given set of the block header with a nonce 

through SHA256. Similar to Bitcoin block header, our block 

header includes the timestamp field. Thereby, one cannot ef-

fortlessly create a particular hash vector even if one has the full 

knowledge of all the previous solutions, i.e., all the collection 

of the nonces each of which was a solution to mine a block in 

the past. This makes ECCPoW satisfy P2.                                ■                                                                        

Let us assume that there exists a knowledgeable miner who 

can solve ECC puzzles by referring to an input-output mapping 

table of ECCPoW without actually carrying out the decoding 

work. This miner can then mine blocks much faster than other 

honest miners can. To show the non-existence of such a miner 

in ECCPoW, we prepare Corollary 4. This corollary is to imply 

that all miners cannot but have to run the decoder to solve ECC 

puzzles. 

Corollary 4: ECCPoW satisfies the third property P3. 

Proof: Such a malicious miner can appear under an assumption 

that this miner has a mapping table that maps a given input to its 

corresponding output without actually carrying out the decod-

ing work (10). That is, he puts each hash vector into the decoder 

to find what this decoder returns. He then uses this known 

information to construct the mapping table. However, the 

number of hash vectors is 2
n
. For sufficiently large n, i.e. 

256 77

2 ~ 10 for 256n , we can easily see that this construction is 

impossible. Besides, this table depends on a PCM H, meaning 

that the mapping table is updated newly whenever H varies. As 

we have stated in the subsection IV.C, H can be set to vary from 

block to block. Thereby, whenever he aims to solve a new ECC 

puzzle, he has to construct a new mapping table. The above 
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assumption there exists the mapping table, we thus conclude, is 

invalid. Thereby, any miners in ECCPoW cannot but have to 

obey the routines in Table V to solve puzzles; this leads to the 

conclusion that ECCPoW satisfies P3.                                      ■ 

Now, we remind the discussions regarding Theorem 2. In the 

discussions, we have proven that an ECC puzzle can become 

easier as the code length n gets smaller. We then have empiri-

cally shown that the increase in n makes this puzzle more dif-

ficult to solve. They are to indicate that ECCPoW holds P4. 

Corollary 5: ECCPoW can satisfy the fourth property P4.  

Proof: It is clear; we thus omit it.                                             ■ 

A PCM H defines a mapping function of the decoder in (10). 

This decoder is used to define an ECCPGF in (9) which is used 

to construct an ECC puzzle. We conclude that this ECC puzzle 

can be a function of H. As we have mentioned in the subsection 

IV.C, we construct H using a previous hash, i.e., the i
th

 PCM is 

made using a hash of the (i–1)
th

 block. Such a construction can 

make H time-variant from block to block, leading to that the 

ECC puzzle can also be time-variant from block to block. This 

discussion leads to a conclusion that ECCPoW holds P5 below. 

Corollary 6: ECCPoW can satisfy the fifth property P5. 

Proof: It is clear; we thus omit it.                                             ■ 

We now prepare to provide discussions how ECCPoW can 

be a solution to the problems such as i) M1 the re-centralization 

of the mining markets and ii) M2 the huge energy consumption 

for mining. As miners mine new blocks continuously, an infi-

nite number of PCMs are constructed. Hence, we cannot count 

how many the number of PCMs is required in advance. Also, 

we cannot expect what PCMs will be generated. We remind the 

example given in [25], showing that there is no ASIC-LDPC 

decoder to support the infinite number of PCMs. By combining 

this example with the fact that there is an infinite number of 

PCMs are required, we thus conclude that the LDPC decoder in 

ECCPoW is operated by either graphical processing units or 

CPUs. This is the fundamental reason that ECCPoW becomes 

the solution remediating the aforementioned problems M1 and 

M2 which we have stated in Section I. This is the most re-

markable contribution of ECCPoW. 

We end this section by providing a reason that SHA based 

PoW does not hold P5. We consider SHA256 as a puzzle gen-

eration function (PGF) in Bitcoin because it is used to generate 

a puzzle. This PGF is fixed regardless of the height of a block 

that miners aim to mine. The puzzle made using a fixed PGF is 

not time-variant at all, leading to that such a puzzle cannot hold 

P5. 

VII. CONCLUSIONS 

PoW is fundamental to public blockchains, as it can be used 

to prohibit an unauthorized modification of mined blocks. For 

existing PoWs, ASIC mining devices have been introduced and 

used to mine blocks. The usage of such devices can cause the 

problems such as M1 and M2 that we have stated in Section I. 

In this paper, as a solution to these problems, we proposed a 

new proof-of-work using error-correction codes which we call 

ECCPoW. To the best of our knowledge, this is the first study 

in which a decoder of LDPC codes is applied to the consensus 

part of blockchain. Specifically, we combined this decoder with 

SHA256 to construct a composite function named as ECCPGF 

(9). We used ECCPGF to define a corresponding ECC puzzle 

(11) and provided the routines to solve a given ECC puzzle. 

We also studied the behavior of the expected value of the 

number of hash cycles for solving a given ECC puzzle. We 

showed that this value can be either increased or decreased as 

varying the code length, the size of a hash vector taken by the 

decoder, and the number of miners. Indeed, we discussed how 

ECCPoW can satisfy the five properties defined in Section VI, 

which shows the value of ECCPoW as a general PoW. 

As we have reviewed in Section III, there is no ASIC decoder 

to support an infinite number of LDPC codes. By motivated this 

survey, we intended to vary the codes from block to block. As a 

result, we made ECCPGF time-variant, meaning that its map-

ping function can vary from block to block. This leads to the 

time-variant property P5 defined in Section VI. This is the most 

innovative part of ECCPoW in repressing the advent of ASICs, 

implying that the problems caused from the usage of ASICs can 

be solved using our ECCPoW. 

We have implemented ECCPoW and forked two blockchains 

such as Bitcoin and Ethereum by replacing their consensus with 

the implemented ECCPoW. We name these forked versions as 

BTC-ECC and ETH-ECC, respectively. All of the source codes 

including ECCPoW, BTC-ECC and ETH-ECC can be availa-

ble in a GitHub site [34]. We have also provided manuals that 

shows how to install them, how to compile them and how to run. 

We believe that anyone can easily operate their own BTC-ECC 

or ETH-ECC by following these manuals. We believe that this 

site can be the first repository that makes people in the er-

ror-correction codes community get involved in the blockchain 

community. 
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Abstract: Our aim in this paper is to investigate the profitability of double-spending (DS) attacks that
manipulate an a priori mined transaction in a blockchain. It was well understood that a successful DS
attack is established when the proportion of computing power an attacker possesses is higher than that
of the honest network. What is not yet well understood is how threatening a DS attack with less than
50% computing power used can be. Namely, DS attacks at any proportion can be a threat as long as
the chance to make a good profit exists. Profit is obtained when the revenue from making a successful
DS attack is greater than the cost of carrying out one. We have developed a novel probability theory
for calculating a finite time attack probability. This can be used to size up attack resources needed to
obtain the profit. The results enable us to derive a sufficient and necessary condition on the value of
a transaction targeted by a DS attack. Our result is quite surprising: we theoretically show how a
DS attack at any proportion of computing power can be made profitable. Given one’s transaction
value, the results can also be used to assess the risk of a DS attack. An example of profitable DS attack
against BitcoinCash is provided.

Keywords: blockchain; double-spending attack; Fraud risk analysis; profitability; time-finite analysis;
probability distribution; combinatorics

1. Introduction

A blockchain is a distributed ledger which has originated from the desire to find a novel alternative
to centralized ledgers such as transactions through third parties [1]. Besides the role as a ledger,
blockchains have been applied to many areas, e.g., managing the access authority to shared data in
the cloud network [2] and averting collusion in e-Auction [3]. In a blockchain network based on the
proof-of-work (PoW) mechanism, each miner verifies transactions and tries to put them into a block
and mold the block to an existing chain by solving a cryptographic puzzle. This series of processes is
called mining. However, the success of mining a block is given to only a single miner who solves the
cryptographic puzzle for the first time. The reward of minting a certain amount of coins to the winner
motivates more miners to join and remain in the network. As a result, blockchains have been designed
so that the validity of transactions is confirmed by a lot of decentralized miners in the network.

A consensus mechanism is programmed for decentralized peers in a network to share a common
chain. If a full-node succeeds in generating a new block, it has the latest version of the chain. All of the
nodes in the network continuously communicate with each other to share the latest chain. A node
may run into a situation in which it encounters mutually different chains more than one. In such a
case, it utilizes a consensus rule with which it selects a single chain. Satoshi Nakamoto suggested the
longest chain consensus for Bitcoin protocol in which the node selects the longest chain among all
competing chains [1]. There are also other consensus rules [4,5], but a common goal of consensus rules
is to select the single chain by which the most computation resources have been consumed based on
the belief that it may have been verified by the largest number of miners.
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A double-spending (DS) attack aims to double-spend a cryptocurrency for the worth of which
a corresponding delivery of goods or services has already been completed. The records of payment
are written in transactions and shared in a network via the status-quo chain. Thus, to double spend,
attackers need to replace the status-quo chain in the network with their new one, after taking the goods
or services. For example, under the longest chain consensus, this attack will be possible if an attacker
builds a longer chain than the status-quo. Nakamoto [1] and Rosenfeld [6] have shown that the higher
computing power is employed, the higher probability to make a DS attack successful is. In addition,
if an attacker invests more computing power than that invested by a network, a success of DS attack is
guaranteed. Such attacks are called the 51% attack.

In the last few years, unfortunately, blockchain networks have been recentralized [7,8], which make
them vulnerable to DS attacks. To increase the chance of mining blocks, some nodes may form a pool
of computing chips. The problem arises when a limited number of pools occupy a major proportion of
the computing power in the network. For example, the pie chart (date accessed from BTC.com on
November 24, 2020) shown in Figure 1 illustrates the proportion of computing power in the Bitcoin
network as of January 2020. In the chart, five pools such as F2Pool, BTC.com, Poolin, and Huobi.pool
occupy more than 50% of the total computing power of Bitcoin. In a recentralized network, since most
computing resources are concentrated on a small number of pools, it could be not difficult for them to
conspire to alter the block content for their own benefits, if aiming to double-spend. Indeed, there
have been a number of reports in 2018 and 2019 in which cryptocurrencies such as Verge, BitcoinGold,
Ethereum Classic, Feathercoin, and Vertcoin suffered from DS attacks and millions of US dollars have
been lost [9].

Figure 1. Computation power distribution among the largest mining pools.

In addition to the recentralization, the advent of rental services which lend the computing resources
can be a concern as well [10]. Rental services such as nicehash.com which provide a brokerage service
between the suppliers and the consumers have indeed become available. The rental service can
be misused for making DS attacks easier. The presence of such computing resource rental services
significantly reduce the cost of making a profit from double spending. This is because renting a
required computing power for a few hours is much cheaper than building such a computing network.
Indeed, nicehash.com attracts DS attackers to use their service by posting one-hour fees for renting 51%
of the total computing power against dozens of blockchain networks on their website crypto51.app
(accessed on 26 November 2020).

Success by making DS attacks is possible but is believed to be difficult for a public blockchain
with a large pool of mining network support. By the results in [1,6], 51% attack has been considered as
the requirement for a successful DS attack [11]. This conclusion however shall be reconsidered given
our result in the sequel that there are significant chances of making a good profit from DS attacks

BTC.com
BTC.com
crypto51.app
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regardless of the proportion of computing power. The problem to consider, therefore, is to analyze the
profitability of such attacks.

The analysis of attack profitability requires the ability to predict the time an attack will take,
since the profit would be a function of time. Studies in [12–20] provided DS attack profitability analyses,
but their time predictions were not accurate. Specifically, to make the time prediction easier, they either
added impractical assumptions to the DS attack model defined by Nakamoto [1] and Rosenfeld [6]
or oversimplified the time prediction formula (see Section 6 for details). Whereas, we follow the
definition of DS attack in [1,6], and therefore we need to develop a new set of mathematical tools for
precise analysis of attack profitability that we aim to report in this paper.

1.1. Contributions

We study the profitability of DS attacks. The concept of cut-time is introduced. Cut-time is defined
to be the duration of time, from the start time to the end time of an attack. For each DS attempt,
the attacker needs to pay for the cost to run his mining rig. A rational attacker would not, therefore,
continue an attack indefinitely especially when operating within the regime of less than 50% computing
power. To reduce the cost, the attacker needs to figure out how his attack success probability rolls
out to be as the time progresses. We define that a DS attack is profitable if and only if the expected
profit, the difference between revenue and cost (see Equation (33)), is positive. Our contributions are
summarized into two folds:

First, we theoretically show that DS attacks can be profitable not only in the regime of 51% attack
but also in the sub-50% regime where the computing power invested by the attacker is smaller than
that invested by the target network. Specifically, a sufficient and necessary condition is derived for
profitable DS attacks on the minimum value of target transaction. In the sub-50% regime, we also show
that profitable DS attacks necessitate setting a finite cut-time.

Second, we derive novel mathematical results that are useful for an analysis of the attack
success time. Specifically, the probability distribution function and the first moment expectation
of the attack success time have been derived. They enable us to estimate the expected profit of a
DS attack for a given cut-time. All mathematical results are numerically-calculable. All numerical
examples of the theoretical results given in this paper are reproducible in our web-site (https:
//codeocean.com/capsule/2308305/tree).

1.2. Organization of the Paper

In Section 2, we define DS attack scenario and sufficient and necessary conditions required for
successful DS attacks. Also, we define random variables that are useful in analyzing the attack profits.
Section 3 comprises the analytic results of stochastics of the time-finite attack success. In Section 4,
we define the profit function of DS attacks, followed by new theoretical results about the conditions for
making them profitable. In Section 5, an example analysis of DS attack profitability in sub-50% regime
against BitcoinCash network is given. Section 6 compares our results with related works. Finally,
Section 7 concludes the paper with a summary.

2. The Attack Model

We define DS attack that we consider throughout this paper. We also define DS attack achieving
(DSA) time, which is the least time spent for an occurrence of double-spending. The DSA time is a
random variable derived from a random walk of Poisson counting processes (PCP).

2.1. Attack Scenario

We extend a DS attack scenario which has been considered by Nakamoto [1] and Rosenfeld [6].
Specifically, we add a time-finite attack scenario. There are two groups of miners, the normal group of
honest miners and a single attacker. The normal group tends the honest chain.

https://codeocean.com/capsule/2308305/tree
https://codeocean.com/capsule/2308305/tree
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When the attacker decides to launch a DS attack, he/she makes a target transaction for the payment
of goods or services. In the target transaction, the transfer of cryptocurrency ownership from the
attacker to a victim is written. We denote t = 0 as the time at which the last block of the honest chain
has been generated. At time t = 0, the attacker announces the target transaction to normal group so
that normal group starts to put it into the honest chain. At the same time t = 0, the attacker makes a
fork of the honest chain which stems from the last block and builds it in secret. We refer to this secret
fork as fraudulent chain. In the fraudulent chain, a fraudulent transaction is contained which alters the
target transaction in a way that deceives the victim and benefits the attacker.

Before shipping goods or providing services to the attacker, the victim will obviously choose to
wait for a few more blocks on the honest chain in addition to the block on which the his/her transaction
has been entered, i.e., so-called block confirmation. Karame et al. [21] showed the importance of block
confirmation: attackers are able to double-spend against zero block-confirmation even without mining
a single block on the fraudulent chain at all. The number of blocks the victim chooses to wait for is
referred to as the block confirmation number NBC ∈ N, which includes the block on which the target
transaction is entered.

The attacker chooses to make the fraudulent chain public if his/her attack was successful.
An attack is successful if the fraudulent chain is longer than the honest chain after the moment the block
confirmation is satisfied. We define two necessary conditions G(1), G(2), for a success of DS attack:

Definition 1. A DS attack succeeds only if there exists a DS attack achieving (DSA) time TDSA ∈ (0,∞)

such that

1. G
(1): (block confirmation) the length of the honest chain for the duration of time TDSA has grown greater

than or equal to NBC, and
2. G

(2): (success in PoW competition) the length of the fraudulent chain for the duration of time TDSA has
grown longer than that of the honest chain.

Rational attackers will not wait for his success indefinitely since growing the attacker’s chain
incurs the expense per time spent for operating the computing power. The attack thus shall put a limit
to the end time to cut loss. We refer to this end time as the cut-time tcut ∈ R+. A sufficient condition for
the success of DS attack can be defined with applying the cut-time tcut:

Definition 2. For a given cut-time tcut ∈ R+, the success of DS attack is declared if, and only if, there exists a
DSA time TDSA ∈ (0, tcut) at which G(1) and G(2) in Definition 1 have been achieved.

2.2. Stochastic Model

We model the conditions in Definition 2 with a stochastic model. We fit the block generation
process using the PCP [22] with a given block generation rate λ (blocks per second). Including
Nakamoto [1] and Rosenfeld [6], it has been most conventional to analyze the block generation process
of a blockchain using PCP. A rationale why the block generation process is modeled as PCP is given
in Bowden et al. [23], where experiments show the fitness of PCP model to real data samples from a
live network.

We denote the lengths of the honest chain and the fraudulent chain over time t ∈ (0,∞] by two
independent PCPs, H(t) ∈ N0 with the block generation rate λH (blocks per second) and A(t) ∈ N0 with
the block generation rate λA, respectively. Both processes start at the time origin t = 0 (at which the DS
attack is launched) at which the both chains are at the zero states, i.e., H(0) = A(0) = 0. Each chain
independently increases at most by 1 at a time point. An increment of 1 in the counting process occurs
when the pertinent network adds a new block to its chain.
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We represent the difference between A(t) and H(t) in a discrete-time domain as a random walk
Si ∈ Z for i ∈ N. For this purpose, we first define two continuous stochastic processes M(t) and S(t),
which are respectively defined as

M(t) := H(t) + A(t), (1)

and
S(t) := H(t) −A(t). (2)

The first process M(t) is also a PCP [22] with the rate

λT := λA + λH. (3)

The second process S(t) is the continuous-time analog of the random walk Si ∈ Z for i ∈ N
such that

Si := S(Ti), (4)

where Ti is the state progression time defined by

Ti:= inf
{

t ∈ R+ : M(t) = i
}
, (5)

which increases as i increases. Random walk Si is a stationary Markov chain starting from S0 = 0.
The state transition probabilities [22] are given by

pA := Pr(Si = n− 1|Si−1 = n) =
λA
λT

, (6)

and
pH := Pr(Si = n + 1|Si−1 = n) =

λH

λT
, (7)

for all i ∈ N and n ∈ Z. The state transition probabilities pH and pA are the proportions of computing
power occupied by the normal miners and that by the attacker, respectively.

We define independent and identically distributed (i.i.d.) state transition random variables
∆i ∈ {±1} ∼ Bernoulli(pH) as

∆i := Si − Si−1, (8)

for i ∈ N. Note that Si =
∑i

k=0 ∆k.

Definition 3. A DS attack DS(pA, tcut; NBC) is a random experiment that picks a sample ω ∈ Ω. Each element
ω is an infinite-length sequence of pairs of Ti and ∆i in Equations (5) and (8) for all i ∈ N, i.e.,

ω := ((T1, ∆1), (T2, ∆2), · · · , (T∞, ∆∞)). (9)

The set Ω is the universal set of all possible ω, i.e.,

Ω :=
{
ω ∈

{
R+
× {±1}

}∞}
. (10)

For given a DS sample ω ∈ Ω and a state index i ∈ N, we denote projections

πTi(ω) := Ti (11)

and
π∆i(ω) := ∆i (12)

that retrieve the progression time Ti and the transition ∆i of the i-th state, respectively.
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2.3. DS Attack Achieving Time

Definition 4. For a DS sample ω of DS(pA, tcut; NBC), we define the DSA time TDSA which measures the least
one among the state progression times πTi(ω) of state indices i at which ω achieves the necessary conditions G(1)

and G(2) in Definition 1.

To express TDSA as a random variable, we construct event setsD(1)
j ⊂ Ω andD(2)

i, j ⊂ Ω. The sets

D
(1)
j for j ∈ {NBC, NBC + 1, · · · ,∞} consist of DS samples ω which achieves the block confirmation G(1)

at state j for the first time. The setsD(2)
i, j for i ∈

{
j, j + 1, · · · ,∞

}
and j ∈ {NBC, NBC + 1, · · · ,∞} consists

of ω which achieves the success in the PoW competition G(2) at state i for the first time, given that G(1)

has been already achieved at state j. Subsequently, we aim for the samples ω ∈ D(1)
j ∩D

(2)
i, j to achieve

the two conditions in Definition 1 at a state pair (i, j) for the first time.
Formally, we first construct a setD(1)

j focusing only on the first j transitions ∆k for k = 1, · · · , j
of DS samples ω ∈ Ω with two requirements; one is that they must have NBC number of +1’s and
j −NBC number of −1’s; and the other is that the j-th transition ∆ j must be +1 to guarantee that
they have never been achieved in any states prior to the state j. The former requirement implies
that all ω ∈ D(1)

j hold S j =
∑ j

k=1 π∆i(ω) = 2NBC − j. For example, when NBC = 2 and j = 5,
a sequence (+1,−1,−1,−1,+1, · · ·) of state transitions satisfies the first requirement, and also satisfies
S j = 2NBC − j.

We next construct a setD(2)
i, j ⊂ Ω which does not care about the first j transitions ∆k for k = 1, · · · , j,

but only focuses on the interim transitions ∆m for m = j + 1, · · · , i. By the definition, all sequences
ω ∈ D

(2)
i, j must achieve G(1) before the j-th state, which implies that they must hold S j = 2NBC − j.

The rest requirement for each ω ∈ D(2)
i, j is that the state changes from starting state S j = 2NBC − j to

state Si = −1, while any interim states Sk remain non-negative; i.e., Sk ≥ 0 for each k = j + 1, · · · , i− 1.
The setsD(1)

j for all j are mutually exclusive as each of them represents the first satisfaction of the

block confirmation condition exactly at the j-th state. For example, if ω ∈ D(1)
5 then ω < D(1)

6 since ω
already has achieved the block confirmation at the 5-th state for the first time before reaching the 6-th
state. The setsD(2)

i, j for all (i, j) are also mutually exclusive for the same reason. Thus, their intersections

D
(1)
j ∩D

(2)
i, j for all (i, j) are also mutually exclusive.

By Definition 4, the attack achieving time TDSA can be measured if there exist index pairs (i, j)
such that ω ∈ D(1)

j ∩D
(2)
i, j . By the mutual exclusivity of D(1)

j ∩D
(2)
i, j , if there exists such a pair (i, j),

it must be unique. In addition, if ω ∈ D(1)
j ∩D

(2)
i, j , TDSA equals πTi(ω), since the state progression time

Tk is non-decreasing as k increases. As the result, TDSA can be rewritten as follows,

TDSA =

πTi(ω), i f ∃(i, j) ∈ N2: ω ∈ D(1)
j ∩D

(2)
i, j ,

∞, otherwise.
(13)

3. The Attack Probabilities

We aim to calculate the probability distribution function (PDF) of the DSA time TDSA. Using this,
the success probability of DS attack with a given cut-time tcut can be figured out as the probability that
TDSA < tcut. Also, the expectation of attack success time can be calculated. The expected attack success
time will be used in Section 4 to estimate the attack profits.
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From Equation (13), the PDF of TDSA requires the probabilities of two random events: one is the
state progression time Ti in Equation (5); and the other is the event that a given state index i satisfies
ω ∈ D

(1)
j ∩D

(2)
i, j . It has been well known that Ti follows Erlang distribution [22] given as

fTi(t) =
λT(λTt)i−1e−λTt

(i− 1)!
. (14)

We provide the probability for the latter event, i.e., pDSA,i = Pr
(
ω ∈ D

(1)
j ∩D

(2)
i, j

)
in the following

Lemma 1:

Lemma 1. For a sample ω of random experiment DS(pA, tcut; NBC), the probability pDSA,i =

Pr
(
ω ∈ D

(1)
j ∩D

(2)
i, j

)
can be computed as

pDSA,i =

j=2NBC∑
j=NBC

(
j− 1

NBC − 1

)
C i−1

2 −NBC,2NBC− jpA
i+1

2 pH
i−1
2 +

(
i− 1

NBC − 1

)
pH

NBC pA
i−NBC (15)

for odd i > 2NBC , where Cn,m is the ballot number [24] given by

Cn,m :=


m+1

n+m+1

 2n + m

n

, n, m ∈ Z+
∪ {0},

0, otherwise,

(16)

and for i ≤ 2NBC and for all even-numbered i, pDSA,i = 0.

Proof. See Appendix A. �

By taking infinite summations of pDSA,i in Lemma 1 for all indices i ∈ N, we can compute the
probability PDSA that a DS attack will ever achieve the necessary conditions in Definition 1.

Corollary 1. For a sample ω of random experiment DS(pA, tcut; NBC) with tcut = ∞ , the probability PDSA
has an algebraic expression

PDSA =


1, pH ≤ pA,

1− pA
NBC+1pH

NBC
2NBC∑

j=NBC

 j− 1

NBC − 1

A j, pH > pA,
(17)

where
A j := pA

j−2NBC−1
− pH

j−2NBC−1. (18)

Proof. See Appendix B. �

From Equation (13), the PDF of TDSA follows the PDF of Ti at a given state index i, if at which
it holds that ω ∈ D(1)

j ∩D
(2)
i, j , with the probability of pDSA,i. If there does not exist such an index i,

with the probability of 1− PDSA, then TDSA = ∞. Thus, we can write the PDF fTDSA of TDSA as follows,

fTDSA(t) =
∞∑

i=2NBC+1
pDSA,i fTi(t)

+(1− PDSA)δ(t−∞),
(19)
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where δ(t) is the Dirac delta function.

Proposition 1. The PDF fTDSA has an analytic expression:

fTDSA(t) =
pAλTe−λTt(pApH(λTt)2)

NBC

(2NBC)!
·

j=2NBC∑
j=NBC

(
j− 1

NBC − 1

)
2F3

(
a; b; pApH(λTt)2

)
+ e−λTt

t
(pHλTt)NBC

(NBC−1)!

(
epAλTt

−

NBC∑
i=0

(pAλTt)i

i!

)
+ (1− PDSA)δ(t−∞),

(20)

where pFq(a; b; x) is the generalized hypergeometric function (See Appendix E for definition) with the
parameter vectors

a =

[
NBC + 1− j/2

NBC + 1/2− j/2

]
(21)

and

b =


2NBC + 2− j

NBC + 1
NBC + 1/2

. (22)

Proof. See Appendix C. �

By Definition 2, the probability PAS that a DS attack DS(pA, tcut; NBC) succeeds equals

PAS(tcut) = Pr(TDSA < tcut) (23)

Note that for a special case of tcut = ∞, PAS(tcut) = PDSA, which coincides with the result in
Rosenfeld [6].

It will be shown to be convenient to define the attack success time TAS of a DS attack as

TAS :=

TDSA, i f TDSA < tcut,

not defined, otherwise.
(24)

A random variable for TDSA > tcut does not need to be defined since it is not useful. The PDF fTAS

of TAS is just a scaled version of fTDSA(t) for 0 < t < tcut, which is given in Equation (20), with a scaling
factor of PAS

−1. Formally, the PDF fTAS(t) equals

fTAS(t) =


fTDSA (t)
PAS

, f or 0 ≤ t < tcut,

0, f or t ≥ tcut.
(25)

The expectation of attack success time is computed as

ETAS(tcut) =

∫ tcut

0 t fTDSA(t)dt

PAS(tcut)
. (26)

The following Proposition 2 gives an explicit formula of ETAS for the special case when tcut = ∞.

Proposition 2. Let pM := max(pA, pH), pm := min(pA, pH). If tcut = ∞ , the expectation ETAS(tcut) has a
closed-form expression:

lim
tcut→∞

ETAS(tcut) =

λT
−1

 2NBC∑
j=NBC

(
j− 1

NBC − 1

)
Z j +

NBC
pH


PDSA

, (27)
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where

Z j := pApm
NBCpM

−(NBC− j+1)
(

2NBC − 2 jpm + 1
pM − pm

)
− jpA

−(NBC− j)pH
NBC . (28)

Proof. See Appendix B. �

4. Profitable DS Attacks

The previous probabilistic analyses in [1,6] have shown that the success of DS attacks is not
guaranteed when pA < 0.5. However, DS attacks with pA < 0.5 can be vigorously pursued as long as
they bring profit.

We analyze the profitability of DS attacks and to this end, we define a profit function P of a DS
attack DS(C, pA, tcut; NBC), where C is the value of a fraudulent transaction, in terms of revenue and
operating expense (OPEX) of the computing power.

The OPEX X (e.g., the rental fee for the computing power) and the block mining reward R tend to
increase with respect to λA and the time t consumed during the attack. Thus, X and R are expressed as
functions of λA and t, and they can be any increasing function; e.g., linear, exponential, or logarithm.
We define X and R, respectively, as follows:

X(λA, t) := γλAt
(
logx1

x2
)λA

(
logx3

x4
)t

(29)

for real constants γ > 0, x1, x2 > 1, and x3, x4 > 1, and

R(λA, t) := βλAt
(
logr1

r2
)λA

(
logr3

r4
)t

(30)

for real constants β > 0, r1, r2 > 1, and r3, r4 > 1. We denote the ratio of γ and β by

µ := βγ−1. (31)

With regards to P, if an attack succeeds, the revenue comes from C, as it is double-spent, added to
R for the number of blocks mined during the time duration TAS, i.e., R(λA, TAS). In this case, the cost is
the OPEX for the time duration TAS, i.e., X(λA, TAS). If the attack fails, the cost is the OPEX X(λA, tcut)

for the time duration tcut, and there is no revenue. Hence, for a DS attack DS(C, pA, tcut; NBC), we define
P as follows,

P :=

C + R(λA, TAS) −X(λA, TAS), i f TDSA < tcut,

−X(λA, tcut), otherwise.
(32)

Subsequently, the expected profit function is

EP = PAS(tcut) · (C +E[R(λA, TAS)] −E[X(λA, TAS)]) − (1− PAS(tcut))X(λA, tcut)

= PAS(tcut) · (C +E[R(λA, TAS)]) −EX,
(33)

where EX is the expected OPEX defined as

EX := PAS(tcut)E[X(λA, TAS)] + (1− PAS(tcut))X(λA, tcut). (34)

Definition 5. A DS attack DS(C, pA, tcut; NBC) is said to be profitable if and only if the expected profit EP > 0 ,
where EP is defined in Equation (33).

The key factor in determining the profitability of DS attacks is the value C of the fraudulent
transaction. Thus, attackers would be interested in the minimum value required for profitable DS
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attacks [25]. Definition 5 implies that a DS attack DS(C, pA, tcut; NBC) is profitable if and only if C > CReq.,
where the required value of target transaction CReq. is

CReq. =
EX

PAS
−E[R(λA, TAS)]. (35)

The following results in Theorem 1 and Theorem 2 focus on the case where both X(λA, t)
and R(λA, t) are linearly increasing functions of λA and t.

Theorem 1. Suppose x1 = x2 and x3 = x4 in Equation (29), and r1 = r2 and r3 = r4 in Equation (30).
Then, a DS attack DS(C, pA, tcut; NBC) for any pA ∈ (0, 1) and for any tcut ∈ (0,∞] is profitable if and only if
C > CReq., where

CReq. =
(1− PAS(tcut))

PAS(tcut)
γλAtcut − (µ− 1)γλAETAS(tcut). (36)

Proof. Substituting x1 = x2, x3 = x4, r1 = r2, and r3 = r4 into Equation (35) results in Equation (36). �

Theorem 1 shows that not only superior attackers with pA ∈ (0.5, 1) but also inferior attackers
with pA ∈ (0, 0.5) are able to expect profitable DS attacks once a high enough value C greater than
CReq. of the target transaction is designed. The condition CReq. in Equation (36) can be pre-computed
before carrying out an attack, as it stochastically estimates the future expected cost, for a given position
pA ∈ (0, 1) and a cut-time tcut of an attacker, and a given set of network environment parameters γ
and β.

Tables 1 and 2 list the resources including CReq., EX, and ETAS required for profitable DS attacks
respectively using pA = 0.35 and pA = 0.4, when tcut = cNBCλ

−1
H with c = 4. Note that the expectation

of the time spent for the block confirmation equals NBCλ
−1
H , and we let tcut linear to it. In other words,

as normal traders wait for NBCλ
−1
H seconds on the average, attackers shall be tolerable as well and wait

for the same scale of time duration. Note that the PAS for NBC = 1 is smaller than that for NBC = 3 due
to not long enough tcut. We scaled the results by parameters λH and γ, which we will explain how to
obtain from the internet in the next subsection.

Table 1. Numerical computations of required resources for profitable double-spending (DS) attacks
with pA = 0.35 when tcut = cNBCλ

−1
H with c = 4.

Block Confirmation Number (NBC) 1 3 5 7 9

Attack success probability (PAS) 0.315 0.279 0.218 0.170 0.132

Expected attack success time
(
ETAS

)(
Scaled by λH

−1
)

2.004 5.518 8.681 11.694 14.607

Expected OPEX (EX )(Scaled by γ) 1.815 5.487 9.440 13.588 17.859

Required value of target transaction (CSu f .) (Scaled by γ)

1.079
·(1− µ)
+ 4.680

2.971
·(1− µ)
+ 16.68

4.675
·(1− µ)
+ 38.62

6.297
·(1− µ)
+ 73.84

7.866
·(1− µ)
+ 127.00



Appl. Sci. 2020, 10, 8477 11 of 22

Table 2. Numerical computations of required resources for profitable DS attacks with pA = 0.4 when
tcut = cNBCλ

−1
H with c = 4.

Block Confirmation Number (NBC) 1 3 5 7 9

Attack success probability (PAS) 0.411 0.419 0.376 0.334 0.297

Expected attack success time
(
ETAS

)(
Scaled by λH

−1
)

1.953 5.338 8.434 11.418 14.325

Expected OPEX (EX )(Scaled by γ) 2.106 6.139 10.436 14.977 19.716

Required value of target transaction (CSu f .)(Scaled by γ)
1.302
·(1− µ)
+ 3.819

3.559
·(1− µ)
+ 11.10

5.622
·(1− µ)
+ 22.15

7.612
·(1− µ)
+ 37.25

9.550
·(1− µ)
+ 56.96

The following Theorem 2 is for the inferior attackers with pA ∈ (0, 0.5) and shows the importance
of setting a finite tcut.

Theorem 2. Suppose x1 = x2 and x3 = x4 in Equation (29), and r1 = r2 and r3 = r4 in Equation (30). Then,
a DS attack DS(C, pA, tcut; NBC) with pA ∈ (0, 0.5) is profitable only if tcut < ∞.

Proof. For any pA ∈ (0, 0.5), it always holds that PAS < 1. In this case, if tcut →∞ then CReq. →∞ from
Equation (36); i.e., infinite value C of fraudulent transaction is required for a DS attack DS(C, pA, tcut; NBC)

to be profitable. Thus, for a DS attack with pA ∈ (0, 0.5) to be profitable, a finite cut-time tcut < ∞must
be set. �

Theorem 2 shows that for pA ∈ (0, 0.5), setting tcut = ∞ is expected to incur infinite deficit. On the
contrary, for pA ∈ (0.5, 1), what we have numerically checked out but omitted due to space limitation
is the result that EP is an increasing function of tcut; i.e., setting tcut = ∞ is the optimal choice in the
superior attack regime. Applying pA ∈ (0.5, 1) and tcut = ∞ into Equation (36) leads to PAS = 1,
and thus CReq. turns into

CReq. = −(µ− 1)γλAETAS , (37)

where a closed-form expression of ETAS is given in Proposition 2. In this case, if β > γ; i.e., µ > 1,
DS attacks are always profitable regardless of C. According to nicehash.com, most networks maintain
β > γ by the economic equilibrium. As the result, in addition to the results in [1] and [6] that DS attacks
with pA ∈ (0.5, 1) guarantee probabilistic success, we show that such attacks guarantee economic gain
as well.

5. Practical Example of Profitable DS Attacks against BitcoinCash

We analyze resources required for profitable DS attacks against BitcoinCash network. The resources
include the computing power proportion pA, expected OPEX EX, expected attack success time ETAS ,
and the required value of fraudulent transaction CReq..

To this end, we first recall the parameters involved in block mining reward R and the OPEX X.
The parameters used in Equation (29) and Equation (30) are assumed to x1 = x2, x3 = x4, r1 = r2,
and r3 = r4 which lead to linear functions X(λA, t) and R(λA, t) with respect to λA and t. There are
three more parameters: γ, β, and λH

−1. From Equation (29) and Equation (30), the parameter γ is
the expected cost spent per generating a block; and the parameter β is the reward per generating a
block. Parameter λH

−1 is the average block generation time of the honest chain. All the parameters are
different for each blockchain network.

In BitcoinCash, the reward β per block mining was 12.5 BCH (without transaction fees), which is
around β = 0.44 BTC per block mining (as of 26 February 2020). The average block generation time
was fixed at λH

−1 = 600 seconds.
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The parameter γ is obtainable from nicehash.com. BitcoinCash uses the SHA-256 cryptographic
puzzle for which the unit of computation is hash. As of 26th Feb. 2020, the rental fee for 1-peta (P) hashes
per second for a day was around 0.017 BTC, which was around 1.97× 10−7 BTC per second. In other
words, the rental fee was approximately 1.97× 10−22 BTC per the computing of a hash. Referring to
BTC.com, the network’s computing speed is 3.57-exa (E) hashes per second; i.e., 3.57E · 600 = 2142E
hashes are needed to generate one block on the average. As the result, the parameter γ is obtained as

γ = 1.97× 10−22 [BTC/hash] × 2142E[hashes/block mining]
≈ 0.422 [BTC/block mining].

(38)

Note that it holds β > γ. From Equation (37), this relationship makes DS attack DS(C, pA, tcut; NBC)

with pA > 0.5 and tcut = ∞ always profitable regardless of the value C of target transaction.
In case of DS attacks with pA < 0.5, the cut-time tcut must be determined as a finite value for

profitable DS attacks by Theorem 2. We set tcut = cNBCλ
−1
H = 12000 seconds with c = 4 and pA = 0.35.

We compute the resources required for profitable DS attacks against BitcoinCash when NBC = 5.
Results are obtainable from the values in Tables 1 and 2 by multiplying the scaling parameters γ = 0.422
and λH

−1 = 600 and by substituting µ = βγ−1 = 1.04 and c = 4.
As the results, we obtain PAS ≈ 0.218, ETAS ≈ 5200 seconds, EX ≈ 3.98 BTC, and CReq. ≈ 16.22

BTC. One can compute expected running time; i.e., the expected time spent for a single DS attack
attempt as PASETAS + (1− PAS)tcut, which is around 2 h and 55 min. That is to say, attackers can
repeatedly perform n number of attacks every 2 h and 55 min on the average. With the value C of
target transaction, by the strong law of large numbers, the multiple attack attempts will return net
profit nPAS(tcut) ·

(
C−CReq.

)
as n→∞ with probability 1.

6. Related Works

By Nakamoto [1] and Rosenfeld [6], the probabilities have been studied that a DS attack will ever
succeed when there is no time limit, i.e., the cut-time is set to tcut = ∞. Both of them applied PCPs to
model the growth of chains H(t) and A(t). On one hand, the main difference between them was in
probability calculations of the block confirmation process in Definition 1. Rosenfeld applied the PCPs
to both H(t) and A(t), whereas Nakamoto assumed the time spent for H(t) ≥ NBC deterministic to
simplify the calculation. On the other hand, they both used the gambler’s ruin approach to obtain
the asymptotical behavior of Si as i→∞ by manipulating the recurrence relationship between two
adjacent states. Namely, their results are based on an assumption that an indefinite number of attack
chances are given [12].

On the contrary, we introduce the cut-time tcut which generalizes analytical framework to the
more interesting finite attack time and inferior attacker regime. By setting tcut infinite, the same result
PDSA was obtained in [6] as well. By setting a finite tcut, our results shall be useful when attack chances
are limited due to limited amount of resources such as time and cost. In addition, we show in Theorem
2 that DS attacks with pA < 0.5 must set a finite tcut in order to expect a non-negative profit. It shall be
noted that there has been no intermediate result like pDSA,i in Lemma 1. We use Lemma 1 to derive the
novel results.

Rosenfeld [6] and Bissias et al. [13] have analyzed the profitability of DS attacks. However,
they put additional assumptions on the attack scenario to simplify the calculation of the attack time.
Specifically, Rosenfeld assumed the attack time to be a constant. Bissias et al. assumed that the attack
stops if either the normal peers or the attacker achieves the block confirmation first. On the contrary, in
our model, an attack can be continued for a random attack time as long as it brings profit, even if the
normal peers achieve the block confirmation before the attacker does.

In Zaghloul et al. [14], the profit of DS attack has been analyzed. Interestingly, they have discussed
the need of cut-time for DS attacks with pA < 0.5, which is theoretically proven in this paper in
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Theorem 2. They also calculated the profit of DS attacks with a finite time-limit (see Section IV-C
in [14]), but their calculation was not as precise as ours in three points:

First, the probability of attack success within a finite time-limit, i.e., PAS(tcut) in Equation (23)
was never considered, which requires the distribution of the DS achieving time, i.e., TDSA given
in Proposition 1. Instead, their calculation used PDSA referring to the result in Rosenfeld [6].
This contradicts their time-limited attack scenario, since PDSA in [6] was resulted from the assumption
of infinite time-limit.

Second, they approximated costs and revenues of DS attack spent within a time-limit. Estimation
of the costs and revenues requires estimations of the numbers of blocks respectively mined by honest
nodes and attackers within a time-limit, but those were assumed to be constant. This was due to the
absence of the time analysis we provide in Proposition 1.

Third, they assumed the average block generation rates λH, λA respectively by honest miners
and by attackers are always the same. Since, the proportions pH, pA of computing power occupied by
the two groups can be quite different in general, such a result is not very useful. We agree to their
assumption that most blockchains control the difficulty of block mining puzzle to keep the average
speed of block generation constant, and thus λH can be considered as a constant. However, λA should
be left as a varying quantity by pA. The fact is that the computing power invested by the attacker cannot
be monitored by the honest network and thus it cannot be reflected in the difficulty control routine.

Budish [15] conducted simulations on the profitability of DS attacks only in the cases of pA > 0.5.
Under the cases, a condition on the value of the target transaction that makes DS attacks not profitable
has been given based on the simulations. We give theoretical and numerically-calculable results for
any pA ∈ (0, 1), which do not require massive simulations.

Gervais et al. [16] and Sompolinsky et al. [12] have used a Markov decision process (MDP)
to analyze profits from DS attacks. These works differ from our contributions in the following regards:

First, they did not follow the DS attacks scenario considered by Nakamoto [1] and Rosenfeld [6].
Instead, the scenario in [12] was a special case of the pre-mining strategy which was introduced
in [17,18]. We show that the success of DS attack under this scenario is even more difficult to occur
than the success of the DS attack under the scenario of Nakamoto and Rosenfeld (see Appendix D
for details). Also, the attack scenario in [16] went even further by modifying the condition for block
confirmation in Definition 1. Specifically, under our definition, it is required for the honest chain
to have added NBC blocks, while under their condition it was fraudulent for the chain to do so (see
Section 3 of [16]). Thus, it was not ensured that the potential victim has shipped the goods or service,
and an attack success did not guarantee for the attacker to obtain the benefit of attacking.

Second, one important new advance in this paper is the derivation of the time analysis fTAS given
in Proposition 1. When one uses the MDP framework, one can obtain similar information such as the
estimations for the attack success time ETAS , the future profit P that an attacker will earn in the end, and
the minimum value of target transaction CReq.. However, using MDP to make such estimations would
have required extensive Monte Carlo simulations. Using our mathematical results, such estimations
can be obtained without Monte Carlo simulations.

In addition, we believe that our mathematical results can be utilized in the MDP frameworks to
improve the reliability of analyses. Conventionally, a rational user of an MDP will make a decision at
every state whether to stop or to continue the process by comparing the rewards that will be incurred in
the future by his/her decision. The rewards for stop actions are clear because such actions are either an
attack success or a give-up. The reward for the continue action is complex because it needs to consider
all the actions in all future possible states as well. In [12,16], the rewards for the continue action were
over-simplified as they were evaluated only for the very next state and did not include the estimation of
the profits in further future actions. To improve the reliability, the PDF fTAS in Proposition 1 can be used
at any intermediate Markov state to estimate the future profits. Specifically, the conditional expectation
of the time left for an attack success TAS given TAS > τ can be calculated using fTAS , where τ is the
observable time elapsed for reaching the current state. Once the time left is estimated, the estimation
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of future profits can be updated by substituting it into Equation (33). That is to say, at each state,
the estimation of profits can be updated and used as the rewards resulting from the continue action.

Goffard [19] and Karame et al. [20] have derived the PDFs of attack success time, but none of their
DS attack scenarios matched with ours in Definition 1. In [19], Goffard derived the PDF of catch-up
time spent for the fraudulent chain to catch up with the honest chain given that the length of honest
chain is initially ahead by several blocks. The author used counting processes such as order statistic
point process and renewal process which are more general than PCP, but there was no analytic result
similar to what is given in Proposition 1. In [20], Karame et al. derived the PDF of the first attack
success time under a fast-payment model which fixed NBC = 0. To sum up, the attack success time
in neither analysis included the time spent for achieving the first condition: the block confirmation
should be realized.

7. Discussion and Conclusions

We showed that DS attacks using 50% or a lower proportion of computing power can be profitable
and thus quite threatening. We provided how much quantitative resources are required to make
a profitable DS attack. We derive the PDF of attack success time which enables us to figure out
the operating time and the expense of mining rigs. We provided MATLAB codes on the website
(https://codeocean.com/capsule/2308305/tree) for numerical evaluation of the expected profit function in
Equation (33). We also listed an example of the minimum resources required for a profitable DS attack,
which is applicable to any blockchain networks by substituting the network parameters γ, β, and λH.
We also showed a more specific example of the required resources against BitcoinCash network.

Our results quantitatively guide how to set a block confirmation number for a safe transaction.
The lower the block confirmation number is, the lower the minimum resource is required for a profitable
attack. A solution can be utilized by the network developers to discourage such an attack. On the one
hand, given a block confirmation number, we can have the value of any transaction to be set below the
required value of making a profitable attack in a given network. On the other hand, given the value of
transaction, the network can provide a service to inform the payee with the lowest block confirmation
number that leads to negative DS attack profit.
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Appendix A

Proof of Lemma 1. For a given sample ω and a given index i, the event ω ∈ D(1)
j ∩D

(2)
i, j is equivalent

to the event that there exists an intermediate state index j such that ω ∈ D(1)
j ∩D

(2)
i, j . By the mutual

exclusiveness ofD(1)
j ∩D

(2)
i, j for integers j, such a state j is unique if it exists. Thus, we can write the

probability pDSA,i as follows,

pDSA,i = Pr
(
∃ j ∈ N: ω ∈ D(1)

j ∩D
(2)
i, j

)
=

∞∑
j=NBC

Pr
(
ω ∈ D

(1)
j ∩D

(2)
i, j

)
.

(A1)

https://codeocean.com/capsule/2308305/tree
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Note that D(1)
j ∩

(
D

(2)
i, j

)
= φ for i ≤ 2NBC, since the minimum number of states for an attack

success is 2NBC + 1: NBC number of +1 ’s state transitions for the block confirmation; and NBC + 1
number of −1 ’s state transitions for the success of PoW competition. Thus, pDSA,i = 0 for i ≤ 2NBC.

We further exploreD(1)
j andD(2)

i, j . We divide the domain of state index j in Equation (A1) into two

exclusive domains; one is j ≤ 2NBC; and the other is j > 2NBC. First, for j ≤ 2NBC, two setsD(1)
j andD(2)

i, j
are independent, since their requirements on the state transitions are focusing on disjoint indices of state

by their definitions. Formally, Pr
(
ω ∈ D

(1)
j ∩D

(2)
i, j

)
= Pr

(
ω ∈ D

(1)
j

)
Pr

(
ω ∈ D

(2)
i, j

)
. Second, we explore

the domain j > 2NBC. By the definition of D(1)
j , all ω ∈ D(1)

j satisfy S j =
∑ j

k=1 π∆k(ω) = 2NBC − j.

Thus, for every j > 2NBC, S j is already negative, which implies all ω ∈ D(1)
j satisfy both and at state

j. The setD(2)
i, j = φ for j > 2NBC and j < i, since the state S j = 2NBC − j contradicts one requirement

ofD(2)
i, j : the interim transitions between the states j and i should be non-negative. For j > 2NBC and

j = i, let us set D(2)
i, j = Ω, since there is no interim state to apply the requirement to. To sum up,

D
(1)
j ∩D

(2)
i, j = D

(1)
i for j > 2NBC and i = j, andD(1)

j ∩

(
D

(2)
i, j

)
= φ for j > 2NBC and i > j. Subsequently,

Equation (A1) is computed as

pDSA,i =

2NBC∑
j=NBC

Pr
(
ω ∈ D

(1)
j

)
Pr

(
ω ∈ D

(2)
i, j

)
+ Pr

(
ω ∈ D

(1)
i

)
. (A2)

We now compute the ingredient probabilities Pr
(
ω ∈ D

(1)
j

)
and Pr

(
ω ∈ D

(2)
i, j

)
in Equation (A2).

First, by the definition, all samples inD(1)
j must have NBC − 1 number of +1 ’s state transitions among

the first j − 1 transitions. And the rest of the j − 1 transitions must be valued by −1. In addition,
the j-th transition must be valued by +1 so that the block confirmation is achieved exactly at the j-th

state index. As the result, the probability Pr
(
ω ∈ D

(1)
j

)
equals the point mass function of a negative

binomial distribution:

Pr
(
ω ∈ D

(1)
j

)
=

(
j− 1

NBC − 1

)
pH

NBCpA
j−NBC . (A3)

Second, computing the probability Pr
(
ω ∈ D

(2)
i, j

)
starts from counting the number of combinations

of state transitions satisfying the requirements of setD(2)
i, j . Recall the requirements on every element

of D(2)
i, j , for j = NBC, · · · , 2NBC, are that the state starts from the state S j = 2NBC − j and ends at the

state Si = −1 while all the i− j− 1 number of interim states remain nonnegative. The i-th transition
should be ∆i = −1 so that the success of PoW competition is achieved exactly at the state index i.
The number of combinations of such state transitions can be counted using the ballot number Cn,m [24],
which is the number of random walks that consist of 2n + m steps and never become negative, starting
from the origin and ending at the point m. In our problem, the number of random walk steps is
2n + m = i− j− 1 with m = 2NBC − j. As a result, by multiplying the probabilities pA and pH for state

transitions, the probability Pr
(
ω ∈ D

(2)
i, j

)
is computed as

Pr
(
ω ∈ D

(2)
i, j

)
= Cn,mpA

(n+m+1)pH
n, (A4)

where 2n + m = i− j− 1 and m = 2NBC − j.
Finally, substituting Equations (A3) and (A4) into Equation (A2) results in Equation (15). �
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Appendix B

Proof of Corollary 1. Taking infinite summations of pDSA,i for all indices i results in PDSA:

PDSA =
∞∑

i=2NBC+1

pDSA,i (A5)

By substituting pDSA,i in Lemma 1 into Equation (A5), the probability PDSA becomes

PDSA =
2NBC∑

j=NBC

(
j− 1

NBC − 1

)
pA

∞∑
i=2NBC+1

C i−1
2 −NBC,2NBC− j(pApH)

i−1
2 +

( pH
pA

)NBC ∞∑
i=2NBC+1

(
i− 1

NBC − 1

)
pA

i. (A6)

By rearranging the indices i in the summations, we can obtain

PDSA =
2NBC∑

j=NBC

(
j− 1

NBC − 1

)
pA
∞∑

i=0
Ci,2NBC− j(pApH)

i+NBC

+
( pH

pA

)NBC

 ∞∑
i=NBC

(
i− 1

NBC − 1

)
pA

i
−

2NBC∑
i=NBC

(
i− 1

NBC − 1

)
pA

i

.
(A7)

We define two generating functions as

Mk(x) :=
∞∑

i=0

Ci,kxi, (A8)

and

Gk(x) :=
∞∑

i=k

(
i
k

)
xi. (A9)

By substituting Mk and Gk into Equation (A7), we can write

PDSA =
2NBC∑

j=NBC

(
j− 1

NBC − 1

)
pA(pApH)

NBCM2NBC− j(pApH)

+
( pH

pA

)NBC

pAGNBC−1(pA) −
2NBC∑

i=NBC

(
i− 1

NBC − 1

)
pA

i

 (A10)

The function Mk(x) is a generating function of the ballot numbers Ci,k, for which the algebraic
expression given in [26] is

Mk(x) =
(

2

1 +
√

1− 4x

)k+1

. (A11)

Putting x = pApH into Mk(x) results in

Mk(pApH) =

(
2

1+
√

1−4pApH

)k+1

=


(

2
1+
√

1−4pA(1−pA)

)k+1

, i f pA < pH,(
2

1+
√

1−4(1−pH)pH

)k+1

, i f pA ≥ pH

=
(

1
pM

)k+1
,

(A12)
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where pM := max(pH, pA). The function Gk(x) is a generating function of binomial coefficients, and the
algebraic expression for it is given in [27]:

Gk(x) =
xk

(1− x)k+1
. (A13)

Putting x = pA into Gk(x) results in

Gk(pA) = pH
−1

(
pA

pH

)k

. (A14)

Substituting Equation (A12) and Equation (A14) into Equation (A10) provides

PDSA =

2NBC∑
j=NBC

(
j− 1

NBC − 1

)
pA(pApH)

NBC pM
−(2NBC− j+1) + 1−

(
pH

pA

)NBC 2NBC∑
i=NBC

(
i− 1

NBC − 1

)
pA

i. (A15)

We define pm := min(pA, pH), then the relationship pApH = pmpM holds. By rearranging the order
of operands, we can obtain

PDSA = 1−
2NBC∑

j=NBC

(
j− 1

NBC − 1

)(pH

pA

)NBC

pA
j
−

pA

pM

(
pm

pM

)NBC

pM
j

, (A16)

which is equal to Equation (17). �

Proof of Proposition 2. From Equations (19) and (26), when tcut = ∞, we obtain

ETAS =
lim

tcut→∞−

∫ tcut
0 t fTDSA (t)dt

PAS(tcut)
=

∞∑
i=2NBC+1

E[Ti]pDSA,i

PDSA

=

∞∑
i=2NBC+1

i
λT

pDSA,i

PDSA
,

(A17)

where E[Ti] = iλT
−1 [22]. By substituting PDsA,i in Equation (15) into Equation (A17) and rearranging

the order of operands, we obtain

λTPDSAETAS =
2NBC∑

j=NBC

(
j− 1

NBC − 1

)
∞∑

i=2NBC

(i + 1)C i
2−NBC,2NBC− jpA

i+2
2 pH

i
2

+
∞∑

i=NBC−1
(i + 1)

(
i

NBC − 1

)
pA

i+1−NBC pH
NBC −

2NBC−1∑
i=NBC−1

(i + 1)
(

i
NBC − 1

)
pA

i+1−NBCpH
NBC .

(A18)

By rearranging the indices of summations, we arrive at

λTPDSAETAS =
2NBC∑

j=NBC

(
j− 1

NBC − 1

)
pA

NBC+1pH
NBC ·

∞∑
i=0

(2i + 2NBC + 1)Ci,2NBC− j(pApH)
i

+pA
( pH

pA

)NBC ∞∑
i=NBC−1

(i + 1)
(

i
NBC − 1

)
pA

i
−

2NBC∑
i=NBC

i
(

i− 1
NBC − 1

)
pA

i−NBCpH
NBC .

(A19)
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By substituting the generating functions Mk(x) and Gk(x) defined respectively in Equation (A8)
and Equation (A9), Equation (A19) becomes

λTPDSAETAS =
2NBC∑

j=NBC

(
j− 1

NBC − 1

)
pA

NBC+1pH
NBC ·

(
2
∞∑

i=0
iCi,2NBC− j(pApH)

i +(2NBC + 1)M2NBC− j(pApH)
)

+pA
( pH

pA

)NBC

 ∞∑
i=NBC−1

i
(

i
NBC − 1

)
pA

i + GNBC−1(pA)

− 2NBC∑
i=NBC

i
(

i− 1
NBC − 1

)
pA

i−NBCpH
NBC .

(A20)

We use the following relationships,

∞∑
i=0

iCi,kxi = xM′k(x) (A21)

and
∞∑

i=k

i
(

i
k

)
xi = xG′k(x), (A22)

and their derivatives are given by

M′k(x) := d
dx Mk(x) =

∞∑
i=0

iCi,kxi−1

=
(k+1)
√

1−4x

(
2

1+
√

1−4x

)k+2 (A23)

and
G′k(x) : = d

dx Gk(x)

=
∞∑

i=k
i
(

i
k

)
xi−1

=
(kxk−1+xk)
(1−x)k+2 .

(A24)

By substituting Equation (A21) and Equation (A22) into Equation (A20), we obtain

λTPDSAETAS =
2NBC∑

j=NBC

(
j− 1

NBC − 1

)
pA

NBC+1pH
NBC ·

(
2pApHM′2NBC− j(pApH) + (2NBC + 1)M2NBC− j(pApH)

)
+pA

( pH
pA

)NBC
(
pAG′NBC−1(pA) + GNBC−1(pA)

)
−

2NBC∑
i=NBC

i
(

i− 1
NBC − 1

)
pA

i−NBC pH
NBC

(A25)

Putting x = pApH into M′k(x) in Equation (A23) results in

M′k(pApH) = M′k(pmpM) =
(k + 1)
1− 2pm

(
1

pM

)k+2

. (A26)

Putting x = pA into G′k(x) in Equation (A24) gives

G′k(pA) =

(
kpA

k−1 + pA
k
)

pHk+2
. (A27)

By substituting Equation (A12), Equation (A14), Equation (A26), and Equation (A27) into
Equation (A25), we finally obtain Equation (27). �

Appendix C

Proof of Proposition 1. We use a generating function and generalized hypergeometric functions to
compute the infinite summations in Equation (19).
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By substituting PDsA,i in Equation (15) and fTi(t) in Equation (14) into Equation (19), we arrive at

fTDSA(t) − (1− PDSA)δ(t−∞) =
j=2NBC∑
j=NBC

(
j− 1

NBC − 1

)
∞∑

i=2NBC+1
C i−1

2 −NBC,2NBC− jpA
i+1

2 pH
i−1
2
λT

iti−1e−λTt

(i−1)!

+
∞∑

i=2NBC+1

(
i− 1

NBC − 1

)
pH

NBC pA
i−NBC λT

iti−1e−λTt

(i−1)! .
(A28)

By rearranging the indices of summations and the order of operands, we obtain

fTDSA(t) − (1− PDSA)δ(t−∞) =
j=2NBC∑
j=NBC

(
j− 1

NBC − 1

)
∞∑

i=0

(
Ci,2NBC− jpA

NBC+i+1pH
NBC+i

·
λT

2NBC+2i+1t2NBC+2ie−λTt

(2NBC+2i)!

)
+

( pH
pA

)NBC e−λTt

 ∞∑
i=NBC

(
i− 1

NBC − 1

)
pA

i λT
iti−1

(i−1)! −
2NBC∑

i=NBC

(
i− 1

NBC − 1

)
pA

i λT
iti−1

(i−1)!

.
(A29)

We can define two generating functions as

B(x) :=
∞∑

i=0

Ci,2NBC− j
xi

(2NBC + 2i)!
= (2NBC − j + 1)

∞∑
i=0

(2i + 2NBC − j)!
i!(i + 2NBC − j + 1)!

xi

(2NBC + 2i)!
, (A30)

and

H(x) :=
∞∑

i=NBC

(
i− 1

NBC − 1

)
xi−1

(i− 1)!
=

∞∑
i=NBC−1

(
i

NBC − 1

)
xi

i!
. (A31)

By substituting B(x) and H(x) into Equation (A29), we obtain

fTDSA(t) − (1− PDSA)δ(t−∞) =
j=2NBC∑
j=NBC

(
j− 1

NBC − 1

)
pAλTe−λTt

(
pApH(λTt)2

)NBC B
(
pApH(λTt)2

)
+

( pH
pA

)NBC e−λTt

pAλTH(pAλTt) −
2NBC∑

i=NBC

(
i− 1

NBC − 1

)
pA

i λT
iti−1

(i−1)!

.
(A32)

We replace function B(x) in Equation (A30) with the generalized hypergeometric functions
(See Appendix E for definition). For this purpose, we first denote the sequences in B(x) by

βi :=
(2i + 2NBC − j)!

i!(i + 2NBC − j + 1)!
1

(2NBC + 2i)!
, (A33)

and
β0 :=

1
(2NBC − j + 1)(2NBC)!

. (A34)

Next, the function B(x) can be rewritten as

B(x) = (2NBC − j + 1)
∞∑

i=0

βixi = (2NBC − j + 1)β0

(
x0 +

β1

β0
x1 +

β2

β1

β1

β0
x2 + · · ·

)
. (A35)

The reformulated sequence in Equation (A35) is computed by

βi+1

βi
=

(i + 1 + NBC − j/2)(i + 1/2 + NBC − j/2)
(i + 2 + 2NBC − j)(i + 1 + NBC)(i + 1/2 + NBC)(i + 1)

, (A36)

which has 2 polynomials in i on the numerator and 3 polynomials in i except for (i + 1) on the
denominator. B(x) can be expressed in terms of a generalized hypergeometric function 2F3 [28]
as follows,

B(x) = (2NBC − j + 1)β0 2F3
(
a j; b j; x

)
= 1

(2NBC)! 2F3
(
a j; b j; x

)
,

(A37)
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where vectors a j and b j respectively defined in Equations (21) and (22) are the constants in the
polynomials in i of the numerator and denominator in Equation (A31), respectively.

We use a closed-form expression of generating function H(x) in Equation (A31) given by

H(x) =
∞∑

i=NBC−1

(
i

NBC − 1

)
xi

i! = 1
(NBC−1)!

∞∑
i=NBC−1

xi

(i−NBC+1)!

= xNBC−1

(NBC−1)! e
x,

(A38)

where the following relationship is used [29]:

∞∑
i=0

xi

i!
= ex. (A39)

By substituting Equation (A37) and Equation (A38) into Equation (A32), we arrive at

fTDSA(t) − (1− PDSA)δ(t−∞)

=
pAλTe−λTt

(
pApH(λTt)2

)NBC

(2NBC)!
·

j=2NBC∑
j=NBC

(
j− 1

NBC − 1

)
2
F3

(
a j; b j; pApH(λTt)2

)

+

(
pH

pA

)NBC

e−λTt

pAλT
(pAλTt)NBC−1

(NBC − 1)!
epAλTt

−

2NBC∑
i=NBC

(
i− 1

NBC − 1

)
pA

i λT
iti−1

(i− 1)!


=

pAλTe−λTt
(
pApH(λTt)2

)NBC

(2NBC)!
·

j=2NBC∑
j=NBC

(
j− 1

NBC − 1

)
2
F3

(
a j; b j; pApH(λTt)2

)

+

(
pH

pA

)NBC

e−λTt

pAλT
(pAλTt)NBC−1

(NBC − 1)!
epAλTt

−
1

(NBC − 1)!

2NBC∑
i=NBC

pA
i λT

iti−1

(i−NBC)!

.

(A40)

We obtain Equation (20) by rearranging the indices of the summations and the order of operands. �

Appendix D

Comparison of Attack Success Probabilities of DS Attack and Pre-Mining Attack

In [12], a special case of pre-mining strategy has been considered, where the condition for a
DS attack success was different from Definition 1. Specifically, the only condition was to have the
fraudulent chain to grow longer than the honest chain by NBC, i.e., A(t) > H(t) + NBC (see Section 7
of [12]). We refer to Ppre−mine as the probability of satisfying this condition. The literature has shown
that satisfying this condition suffices a success of DS attack [12]. What they have not shown, however,
is that this condition is not a necessary one. Thus, we here aim to show that their condition is indeed
not a necessary condition, by showing that PDSA > Ppre−mine for all pA ∈ (0, 0.5). First, it has been

given that Ppre−mine = (pA/pH)
NBC+1. Under the condition of [12], it is required that the fraudulent

chain catches up with the honest chain with additional NBC blocks. The catch-up probability has been
derived by Nakamoto in [1] using the gambler’s ruin approach as (pA/pH)

k, where k is the number of
blocks that the honest chain leads by at the initial status. Next, we refer to an intermediate step in the
derivation of PDSA by Rosenfeld [6]:

PDSA =

NBC+1∑
k=0

(
NBC + k− 1

k

)
pH

NBC pA
k
(

pA

pH

)NBC−k+1

+
∞∑

k=NBC+2

(
NBC + k− 1

k

)
pH

NBC pA
k. (A41)
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Finally, clear inequalities can be used to show PDSA > Ppre−mine:

PDSA >
NBC+1∑

k=0

(
NBC + k− 1

k

)
pH

NBCpA
k
( pA

pH

)NBC−k+1
+

∞∑
k=NBC+2

(
NBC + k− 1

k

)
pH

NBC pA
k
( pA

pH

)NBC+1

>
( pA

pH

)NBC+1 ∞∑
k=0

(
NBC + k− 1

k

)
pH

NBCpA
k

=
( pA

pH

)NBC+1
= Ppre−mine.

(A42)

For numerical example, when pA = 0.35 and NBC = 5 the probabilities can be computed as
PDSA = 0.2287 and Ppre−mine = 0.0244. As the gap is significant, it is shown that the DS attack success
condition defined in [12] was indeed only a sufficient condition, set to be too strict.

Appendix E

Generalized Hypergeometric Function

We define generalized hypergeometric series and generalized hypergeometric functions [28].
For a variable z and a given set of coefficients β0, · · · , β∞, if the ratio of coefficients bn can be

expressed in terms of two polynomials A(n) and B(n) in n as follows,

βn+1

βn
=

A(n)
B(n)(n + 1)

(A43)

for all integer n ≥ 0, a power series
∑

n≥0 βnzn is a generalized hypergeometric series, where the
polynomials are in the forms of

A(n) = c(a1 + n) · · ·
(
ap + n

)
(A44)

and
B(n) = d(b1 + n) · · ·

(
bq + n

)
, (A45)

for real numbers c and d and complex numbers a1, · · · , ap and b1, · · · , bq. The generalized hypergeometric
series is denoted by

pFq(a; b; z) :=
∑
n≥0

βnzn, (A46)

where a and b are the vectors of a1, · · · , ap and b1, · · · , bq, respectively.
A generalized hypergeomteric series can be a generalized hypergeometric function, if it converges.

If p < q + 1, the ratio Equation (A43) goes to zero as n→∞ . This implies the series Equation (A46)
converges for any finite value z and thus can be defined as a function.
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Abstract: Bitcoin is the first cryptocurrency to participate in a network and receive compensation for
online remittance and mining without any intervention from a third party, such as financial institutions.
Bitcoin mining is done through proof of work (PoW). Given its characteristics, the higher hash rate results
in a higher probability of mining, leading to the emergence of a mining pool, called a mining organization.
Unlike central processing units or graphics processing units, high-cost application-specific integrated
circuit miners have emerged with performance efficiency. The problem is that the obtained hash rate
exposes Bitcoin’s mining monopoly and causes the risk of a double-payment attack. To solve this problem,
we propose the error-correction code PoW (ECCPoW), combining the low-density parity-check decoder
and hash function. The ECCPoW contributes to the phenomenon of symmetry in the proof of work (PoW)
blockchain. This paper proposes the implementation of ECCPoW, replacing the PoW in Bitcoin. Finally,
we compare the mining centralization, security, and scalability of ECCPoW and Bitcoin.

Keywords: error-correction codes proof-of-work (ECCPoW); proof-of-work (PoW); ECCPoW implementation;
ASIC resistance

1. Introduction

We use digital signatures from third-party trust agencies to promote trust in Internet commerce.
We warrant proof of data forgery using middlemen. Satoshi Nakamoto proposed an electronic money system
without a middleman in a peer-to-peer (P2P) network through a Bitcoin white paper [1]. Bitcoin applies
blockchain technology to electronic monetary systems to guarantee transactions without intermediaries
(e.g., banks). Blockchain is a ledger management technology based on a distributed computing technology
that cannot be arbitrarily modified by storing the transaction content in a chain-based distributed data
storage environment in the form of a block [2,3].

The blockchain stores the same ledger on a global network and is designed to pay certain rewards
to maintain the block. This is called mining, and mining creates blocks and obtains cryptocurrency by
executing a hash function. Miners belong to mining pools because of the probability and convenience of
being rewarded for mining cryptocurrency [4,5].

The hash rate is the number of hash values calculated per second as a measure of computational
processing power for mining cryptocurrency. The hash rate of cryptocurrency is determined by the total
number of the participating nodes. Most miners belong to a hash pool and occupy a high percentage of the
hash rate. We should be concerned about the risk of a double-payment attack if the mining pool in the
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blockchain accounts for a high percentage of the total hash rate of cryptocurrency [6]. A double-payment
attack occurs when the mining pool seizes at least 51% of the total hash rate to determine the branch of the
blockchain to the desired side. Recent studies have shown that a double-payment attack can be made to
benefit from a low share of the hash rate [7].

Bitcoin miners receive blockchain information (version, previous block hash, Merkle root, bits,
and others) and execute hash functions (e.g., the secure hash algorithm (SHA 256). Miners create a block if
the output value of the hash function is less than the target level of difficulty. Currently, Bitcoin requires
an increasingly high operation to create blocks. Miners purchase application-specific integrated circuits
(ASICs) with high per-second computing power to mine Bitcoin and join the mining pool. Low-power
miners using central or graphics processing units (CPUs or GPUs) have difficulty mining.

Bitcoin uses the number of zeros in the front digits of the output from the SHA 256 function to generate
blocks. The mining difficulty increases with the number of zeros. Miners buy ASICs to compute SHA
functions quickly. The mining machine Antminer S9 (13,000 MH/s) is approximately 8800 times faster than
GTX1060 (1478 MH/s). The recently released S19 has a speed of 95 TH/s, and S19Pro exhibits performance
of 110 TH/s [8]. Miners using CPUs or GPUs in Bitcoin, and miners using ASIC chips do not have equal
chances for success because ASIC miners have an 8800-fold greater chance of success in mining.

Blockchain was proposed to allow nodes to participate as miners freely and to share mining rewards
fairly. Blockchain is not free to participate in as a miner. The participating miners compete against equity.
Several methods have been proposed to curb the development of ASIC miners, but in the end, these methods
have not prevented ASIC development. As a new mining function to prevent the development of ASIC
miners, we proposed the error-correction code proof of work (ECCPoW) concept, which combines the
low-density parity-check (LDPC) decoder and hash function [9]. In addition, we analyzed the hash cycle
of ECCPoW and demonstrated that it could be used for blockchain mining.

This paper contributes to the phenomenon of symmetry in the proof of work (PoW) blockchain.
The PoW blockchain tends to increase the hash rate along with the total size of the blockchain. The size of
the hash rate is related to the computing power required by block generation. Some people take issue
with the large amount of wasted power used to create the PoW blockchain. However, the PoW blockchain
guarantees high stability with the power required to create the block. The transition to other PoWs due
to problems in the PoW blockchain causes dangerous problems. Thus, ECCPoW mitigates the power
problems in the PoW blockchain and helps reduce the symmetry of the hash rate, which increases in
proportion to the size of the blockchain in the PoW blockchain.

The contribution of this paper is two-fold. It introduces the proposed ECCPoW and proposes an
implementation method. The second contribution is to introduce the process of experimenting in Bitcoin
by replacing the SHA 256 function with the ECCPoW function. This paper proposes the creation of a
cryptographic puzzle that changes every block and shows how to apply the crypto puzzle decoder to
the solution. We present the implementation of the proposed method by replacing ECCPoW in Bitcoin.
We also measure the block generation time of the ECCPoW. Finally, we compare ECCPoW and Bitcoin by
implementing them in the same environment.

This study contributes to the previous literature on ASIC resistance in PoW blockchain. Previous
studies have used forced memory access, leading to the inefficient behavior of ASICs. Another method is
to make ASICs challenging to produce using various hash functions. The last method is to change the
existing hash function to another hash function when ASICs are released. Therefore, ECCPoW combines
the LDPC decoder with a hash function to create the effect of releasing different hash functions in each
block. Implementing ASICs is difficult for the LDPC decoder due to cost issues. Furthermore, the PoW
blockchain without ASICs reduces the mining centralization. In addition, ECCPoW can reduce power
consumption by maintaining the advantages of the PoW.
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This paper is structured as follows. Section 2 introduces the relevant research on the development
of the prevention of ASIC miners. Section 3 presents ECCPoW and development methods. Section 4
reveals the results of the experiment by loading the ECCPoW into Bitcoin. Section 5 evaluates the mining
centralization, security, and scalability of the ECCPoW. Finally, Section 6 presents the conclusion of
the paper.

2. Related Work

2.1. Ethereum

Ethereum is a distributed computing platform developed to implement smart contract functions
based on blockchain technology. In July 2015, Vitalik Buterin developed Ethereum in the C++ and Go
languages. Ethereum uses the Ethash algorithm. Ethereum plans to change from a PoW to a proof of stake
in the future [10]. Ether Solarium is against the use of the nonlinear directed acyclic graph (DAG) in ASICs.
The initial size of the DAG was about 1 GB, and it was designed to increase in size linearly over time.
In October 2019, the size of the DAG was 3.99 GB, which was maintained until December 20, 2020 [11,12].

Ethereum approved the application of programmatic proof of work (ProgPoW) [13] to respond to the
centralization of mining in ASIC in 2019. First, ProgPoW regularly changes mining problems to a problem
in which GPUs can adapt quickly. Second, ProgPoW makes the most of all the components of the graphics
card for mining. Moreover, ProgPoW uses randomly generated problems based on block numbers and is
designed for the efficient operation of GPUs. This reduces performance differences compared to ASICs.

2.2. The X-11 Series

The X-11 series is a cryptocurrency mining algorithm that uses as many hash functions as the number
indicated behind the X [14]. The X-11 series used hash functions to add depth and complexity to curb
ASICs. The X-11 series connects several hash functions and uses the output value of the hash as the input
value of the next hash. Typically, the algorithm is used in Dash. The concept of the X-11 series uses
multiple hashes to increase security and prevent ASIC mining. Currently, however, the X-11 series has
been upgraded to increase the number of hash functions, such as X-13, X-14, X-15, X-16R, and X-17 because
ASIC mining is still possible.

2.3. CryptoNote

CryptoNote was designed to be more inefficiently executed with a GPU than a CPU [15] to prevent
ASIC mining. The performance of CryptoNote is susceptible to memory latency because memory
creation and subsequent read operations occur repeatedly. This is similar to Etherium’s Ethash function.
CryptoNote creates blocks by determining the hash function to be used after memory-intensive tasks.

Despite such attempts, Bitmain released ASICs optimized for CryptoNote algorithms in March 2018.
Monero uses CryptoNote to change its mining algorithm twice a year to prevent ASICs. Monero’s algorithm
change has prevented the use of ASICs. However, the frequent hard fork execution (radical changes)
caused participants to break away from mining. In the end, there was a risk of the centralization of mining.
To prevent frequent hard forks, RandomX proposed a key block concept that periodically changes mining
methods [16].

3. The Proposed Method

This chapter provides an overview of and the implementation method of the proposed ECCPoW.
We proposed the concept of ECCPoW to increase the resistance to ASIC, using a hash function that makes
ASIC development difficult. Moreover, ASIC resistivity research reviews methods of inducing the loading
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of memory; for example, Ethereum uses several hash algorithms, such as X-11. However, ASICs for
Ethereum and the X-11 series have been developed. Thus, ECCPoW is a method for miners to release
different hash functions for each block to curb the emergence of ASICs.

The ECCPoW can help ease the centralization of mining. The conversion to ASICs in mining is made
by ordinary people to avoid being excluded from mining and by a small group of people with capital
power to monopolize mining. Mining centralization of a small group is likely to lead to mining blocks
for malicious purposes and forging and tampering with the mined blocks. The implementation of ASICs
in the LDPC decoder lacks flexibility due to structural cost issues [17]. Moreover, ECCPoW proposes a
method of combining the LDPC decoder with a hash function. We help reduce the risk in the blockchain
by mitigating mining centralization.

3.1. ECCPoW Overview

The ECCPoW is a POW that uses the ECC decoder that is used in communication, which can be
implemented using ASICs. As a simple example, cell phones use ASICs to implement an ECC decoder
quickly and at low power. The parity-check Matrix H determines the design of the ECC decoder based on
ASICs. In other words, ASIC equipment can produce a decoder using parity-check matrices. For mobile
phones, ASICs have standardized parity-check matrices that allow an ECC decoder design. Building ASICs
to match the decoder supporting countless parity-check matrices is difficult due to cost problems and
decoder size problems.

Randomly, ECCPoW changes each block parity-check matrix (i.e., ECCPoW uses an infinite number
of parity-check matrices). As a result, ECCPoW inhibits the development of ASICs for ECC decoders.
The ECC decoding algorithm only runs on a CPU or GPU. For example, even if the SHA function used in
the PoW is executed quickly, a bottleneck occurs in the execution of ECC decoding algorithms.

3.2. Create a Cryptographic Puzzle That Changes Every Block

The ECCPoW aims to create a cryptographic puzzle that changes every block. We changed the
composite function used to create the cryptographic puzzle using the generation method by Gallagher [18]
and the previous hash value. In other words, ECCPoW randomly generates an LDPC matrix used by
the decoder of the composite function. The Gallagher method requires variables. Table 1 displays the
definition of the variables used in the LDPC.

Table 1. Variables in the low-density parity-check Matrix H.

Variables Definition

n Number of columns in H

m Number of rows in H

wc Number of 1s in each column

wr Number of 1s in each row

The LDPC matrix satisfies the equation nwc = (n− k)wr, where k is n − m and 2k is the total number
of symbols that can be generated. When the variables are given, the LDPC Matrix H of size A is generated
by the following method:

Step 1: Create a partial matrix of size m
wc
× n
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A1 :=



1 1 · · · 1︸    ︷︷    ︸
wr

1 1 · · · 1︸    ︷︷    ︸
wr

. . .
1 1 · · · 1︸    ︷︷    ︸

wr


∈ {0, 1}

m
wc ×n

Step 2: Generate wc − 1 submatrices by randomly permutating the following matrices:

Ai :=
∏

i(Ai) ∈ {0, 1}
m
wc ×n,

where
∏

i is the ith sequence, and i = 2, 3, · · · , wc.
Step 3: Construct the final LDPC matrix using all submatrices above:

H :=
[

AT
1 AT

2 · · · AT
wc

]
∈ {0, 1}m×n.

Moreover, ECCPoW changes the sequence of permutations through the previous hash values and
uses the previous hash value as the seed value to determine the sequence of permutations. The sequence of
permutations is random because the hash values are random. The code is implemented in Reference [19].
Table 2 compares Matrix H produced using different hash values. The lower part of the generated Matrix
H in Table 2 is different.

Table 2. Form of the resulting Matrix H using different hash values.

Generated Matrix H
n = 24 m = 16
wc = 3 wr = 4
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3.3. Crypto Puzzle Decoder That Changes Every Block

The LDPC decoder of ECCPoW was developed using a message-passing algorithm. The decoder
receives an m× n LDPC matrix of hash values r ∈ {0, 1}n of length n as input values. The decoder outputs a
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value c ∈ {0, 1}n of length n. The decoder can produce two types of answers depending on the input hash
value r. The decoder outputs a sign DMP : {r, H} 7→ ci if the entered hash value r satisfies ‖r− ci‖h ≤ t for
any sign ci, where t is the value determined by the LDPC matrix. If not satisfied, the decoder outputs a
random vector c ∈ {0, 1}n. The code is implemented in Reference [19].

The two conditions for determining whether to solve a cryptographic puzzle are listed in Table 3.
Condition 1 determines that the cryptographic puzzle has been solved if the decoder’s output value c
satisfies the conditions. In Condition 1, the output value is the code. Condition 1 is possible because the
output value is less likely to code when the value is any input to the decoder. For example, there is a low
probability of finding an answer to any input in SHA 256. In Condition 2, the Hamming weight of the
output value is an element of the given set S. Set S is the range value of the output value. Condition 2
occurs because the Hamming weights of the possible codes may differ when Matrix H is given.

Table 3. Conditions for the determination of crypto puzzle resolution.

Condition 1 (Original method) If the result of the decoder is code and has a
specific Hamming weight, the problem is solved.

Condition 2 (Existing proof of work) If the result of rehashing the result of
the decoder is less than a specific value, the problem is solved.

The satisfactory probability of Condition 1 requires a minimum Hamming distance value of H.
To calculate this value, all distinct codes in 2k must be considered, which is possible when the number of
codes is small, but it is impossible when the number is large. Litsyn [20] reported the upper and lower
bounds of the minimum Hamming distance value of H at specific wc and wr values. Table 4 reveals the
probability of finding the codes according to the variables in the LDPC matrix. In this way, the upper
bound of the probability is small. This makes it less likely for the decoder to meet Condition 1 when any
value is entered.

Table 4. Probability of finding a code according to the variables of the low-density parity-check matrix.

wc = 4, wr = 5 p1
Upper Bounds

p1
Lower Bounds

n = 80, k = 12 6.32 × 10−5 2.12 × 10−8

n = 120, k = 24 1.65 × 10−8 1.49 × 10−13

n = 160, k = 32 4.06 × 10−10 1.34 × 10−17

Condition 2 is used to increase the difficulty of cryptographic puzzles when variables n, m, wc, and wr

are fixed. Table 5 displays the probability that Condition 2 is satisfied when given a set S and part of the
distribution of Hamming weights of the codes that can be generated when n = 256, m = 192, and wc, wr = 5
are given.

Table 5. The probability that Condition 2 is satisfied.

Hamming Weight Probability Element of the Set S Probability that
Condition 2 is Satisfied

98 ≈5 × 10−5 98 ≈5 × 10−5

. . . . . . . . . . . .

128 ≈9.7 × 10−2 98, 100, . . . , 126 ≈4 × 10−1

128 ≈1 × 10−1 98, 100, . . . , 126, 128 ≈5 × 10−1
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The probability of satisfying both Conditions 1 and 2 is as follows:

p := Pr{c|Hc = 0} × Pr{‖c‖h ∈ S
}
.

We produced the difficulty table, as shown in Table 6, by calculating the probability of meeting
Conditions 1 and 2 at the same time when the variables n, wc, and wr and the set S are given. The probability
value p in Table 6 is the difficulty level of the cryptographic puzzle. The closer the probability value is to
zero, the higher the difficulty of the cryptographic puzzle.

Table 6. Difficulty table for ECCPoW.

Lv. n wc wr Set S p

1 32 3 4 {10, 12, . . . , 20, 22} ≈3.07 × 10−5

2 32 3 4 {10, 12, . . . , 14, 16} ≈2.02 × 10−5

. . .

379 128 3 4 {34, 94} ≈5.12 × 10−23

380 128 3 4 {34} ≈2.60 × 10−23

Condition 2 determines the resolution of the cryptographic puzzle by comparing the output value of
the decoder with the result value and comparing the nonce with the target. Figure 1 illustrates Condition
2 for determining whether ECCPoW cryptographic puzzles are resolved. If the composite function and
the hash algorithm are recognized as one hash function, Figure 1 has the same structure as Bitcoin, so the
difficulty control function of Bitcoin can be used.Symmetry 2020, 12, x FOR PEER REVIEW 7 of 19 
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4. Experiment

This chapter presents experiments to verify ECCPoW. In the single-node experiment, the Bitcoin
consensus algorithm was replaced by ECCPoW to verify the block generation function. In the
multi-node experiment, we experimented with checking whether block generation, block synchronization,
and transaction creation and transmission were performed correctly in a multi-node environment.
In addition, the block generation time was tested in Bitcoin and Ethereum.

4.1. ECCPoW Operation Single/Multiple Node Experiment

We replaced Bitcoin’s consensus algorithm with ECCPoW. The single-node experiment is a block
generation experiment of the ECCPoW blockchain. Bitcoin uses the “generatetoaddress” command for block
generation and receives the current address of the blockchain as a parameter. Then, a new block address
is created using the “getnewaddress” command, and 10 blocks are created using “generatetoaddress.”
Figure 2 illustrates the change in 10 of the “blocks” after block generation.

Multiple node experiments use three random nodes (Nodes 1, 2, and 3) to experiment with block
synchronization, to transmit transactions, and to verify them. This experiment demonstrates that each
node mines different numbers of blocks, synchronizing to a long blockchain. Figure 3 indicates the results
of mining and checking the blocks in Node 1.

Figure 4 reveals the results of mining and checking blocks on Node 2, and Figure 5 demonstrates the
results of mining and checking blocks on Node 3.

Node 3 connects Node 1 (192.168.232.128) and Node 2 (192.168.232.129) using the “addnode” command.
Then, Node 3 uses the “getadnednodeinfo” command to check the information on the connected nodes.
Figure 6 illustrates the connection between Node 1 (192.168.232.128) and Node 2 (192.168.232.129)
using the “addnode” command. Next, Figure 6 indicates the connected node information using the
“getadnednodeinfo” command. Bitcoin’s nodes synchronize to nodes that hold many blocks, and Bitcoin
determines that nodes with many blocks are highly reliable. In the current experiment, Node 3 had
the largest number of blocks. Nodes 1 and 2 synchronize to the blocks of Node 3, and these results are
displayed in Figure 7.Symmetry 2020, 12, x FOR PEER REVIEW 8 of 19 
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Figure 9 displays the address of Node 2 (in the Pay-To field) and the amount of coin to send (in the
Amount field) for Node 3 to transmit 500 coins to Node 2. A transaction fee was set to the minimum cost
of 0.00001. Figure 10 reveals the transaction transfer by identifying the amount of coin in Node 2 and
displaying the recent transaction records. Figure 11 illustrates that the number of coins in Node 3 and the
recent transaction record decreased.
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4.2. Block Generation Time

Figure 12 reveals the time-by-time block generation of Bitcoin with ECCPoW, using the difficulty
table proposed in Section 3. Block generation time should be able to meet the target generation time for a
stable blockchain. The blockchain adjusts the target block generation time by adjusting the difficulty level
over time. The experimental environment used block generation with one node. As shown in Figure 12,
the block generation time is unstable in the experiment. Sufficient nodes can confirm the stability of the
block generation time. The difficulty table must be finely adjusted.
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5. Evaluation

We evaluated the mining centralization, security, and scalability of ECCPoW using Amazon Web
Services. Table 7 presents the evaluation environment. A monitoring computer checked the network test
results. The seed instance made the blockchain network connections between nodes. The mining instance
was responsible for block mining. The implementation environment for each node was a Ubuntu Server
18.04 LTS, m5.large (vCPU processor 2 core with 8 GB of RAM, and a 20 GB solid-state drive).

Table 7. Implementation environment of the evaluation.

No Role CPU Memory (GB) HDD/SSD (GB) Volume

1 Monitoring PC Intel i7-8700 3.20 GHz 16 SSD 256 1

2 Seed Instance AWS m5.xlarge vCPU 2 8 HDD 20 6

3 Mining Instance AWS m5.xlarge vCPU 2 8 HDD 20 40

The blockchain trilemma problem is that trade-off relationships occur in the evaluation characteristics
of the blockchain. The trilemma elements of a blockchain are decentralization, scalability, and security.
Thus, we compared Bitcoin in terms of these elements (mining centralization instead of decentralization).
Table 8 displays the evaluation standards and goals for evaluation.
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Table 8. Description of evaluation features.

Evaluation Features Unit of Measurement Evaluation Standards Evaluation Goal

Mining centralization Distribution of mining success rate 40% (Estimate)
(Bitcoin, Oct.–Dec. 2018) 40%

Security Security of Bitcoin contrast 100% (Bitcoin) 100%

Scalability Scalability of Bitcoin contrast 100% (Bitcoin) 100%

Bitcoin has a total hash rate of approximately 90 TH/s (March 2020). It is impossible to compare
the current version of Bitcoin with ECCPoW. Moreover, ECCPoW (ver. 0.1.2) replaced the Bitcoin 0.17
version [21] of SHA 256 [22]. We compared two completely initialized blockchains (block count zero).

We compared the Bitcoin and ECCPoW initialized to set the evaluation environment (difficulty change
cycle, target block generation time, 23 instances, among others). The blockchain typically sets a difficulty
change cycle of 60 min and a target block creation time of 3 min for experimentation.

5.1. Mining the Centralization Evaluation

Mining centralization is when a network is no longer centralized and operates autonomously within a
blockchain. We define mining centralization as when the nodes are fairly mined with the same performance.
The indicators used in the mining centralization evaluation include the distribution of the mining success
rates, which are defined by the formula below. According to the formula, the lower the dispersion of the
probability of mining success, the higher the distribution of mining success. In other words, the distribution
of mining success rates is higher for each participating node to have a uniform distribution of mining
success rates, which means better dispersion. Bitcoin is estimated to have a 40% distribution of mining
success rates (October to December 2018). Moreover, ECCPoW targets 40% dispersion:

A =
C

√
B + C2

× 100A = The distribution of mining success rate (%),

B = The dispersion of mining success rate,

C = Average of the mining success rate.

We created three seed nodes for the ECCPoW blockchain and composed 20 mining nodes. Table 9
lists the number of mining successes of each mining node at the time of 100 blocks being mined. Table 10
indicates the distribution of mining success.

The dispersion of ECCPoW was measured by the distribution of the mining success rate and measured
at 92.22%, which was 32% higher than the assessment target of 60% (Table 10). The results of the experiment
revealed that the ECCPoW miner is more likely to be rewarded than a Bitcoin miner in an ideal environment
where participating nodes exhibit the same performance. In other words, ECCPoW is stronger in mining
centralization than Bitcoin.
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Table 9. The number of mining success and number of nodes.

Number of Mining Nodes Number of Mining Success Number of Mining Nodes Number of Mining Success

1 4 11 7

2 9 12 4

3 3 13 12

4 4 14 5

5 6 15 11

6 4 16 2

7 6 17 7

8 6 18 6

9 5 19 10

10 5 20 8

Table 10. Evaluation results of the mining centralization evaluation features.

Total Number of
Mining Successes

Average Mining
Successes

Square of the
Average Number

Dispersion of the
Average Number

Distribution of
Mining Successes

124 6.2 38.44 6.76 92.21944

5.2. Security Evaluation

Security is associated with the difficulty of the blockchain being altered by a miner’s attack. A typical
attack on the blockchain is the double-payment issue. One of the causes of double-payment problems
occurs in the branch of the blockchain. An orphan chain is a chain that has a branch other than the main
chain, and an orphan block is a block belonging to an orphan chain. We assess the security as the ratio
of orphaned blocks to the total number of blocks in the blockchain. The security assessment calculates
the orphan block ratio of Bitcoin and ECCPoW using the expression below. We evaluated the security of
ECCPoW based on the security of Bitcoin at 100%.

Orphan block ratio =
number o f orphan blocks

Total Height o f Blockchain
× 100

We configured the blockchain test environment with three seed nodes and 20 mining nodes. In addition,
we mined 100 blocks in the blockchain and checked the orphan blocks. Figure 13 depicts the orphan block
identification for the security assessment. After mining 40 blocks, the evaluation identified blocks for
stable synchronization of the blockchain. In the experiment, orphan blocks of a height of one frequently
occurred in both environments. In our experiment, we classified the height of subchains of two or higher
as orphan blocks. In Figure 13, orphan blocks correspond to Blocks 13, 14, 15, 16, and 18.

Figure 14 demonstrates the blockchain status based on the results of the security assessment in the
Bitcoin environment.

Figure 15 reveals the blockchain status according to the results of the security assessment in the
ECCPoW environment.

All blockchains were measured at 0% because of the assessment. The security of ECCPoW was
the same on a Bitcoin and orphan block basis. Blockchain measurements inhibited the generation of
orphan blocks.



Symmetry 2020, 12, 988 15 of 20

Symmetry 2020, 12, x FOR PEER REVIEW 14 of 19 

 
Figure 13. Diagram description of security evaluation. 

Figure 14 demonstrates the blockchain status based on the results of the security assessment in 
the Bitcoin environment. 

 
Figure 14. Evaluation diagram of Bitcoin security. 

Figure 13. Diagram description of security evaluation.

Symmetry 2020, 12, x FOR PEER REVIEW 14 of 19 

 
Figure 13. Diagram description of security evaluation. 

Figure 14 demonstrates the blockchain status based on the results of the security assessment in 
the Bitcoin environment. 

 
Figure 14. Evaluation diagram of Bitcoin security. Figure 14. Evaluation diagram of Bitcoin security.



Symmetry 2020, 12, 988 16 of 20

Symmetry 2020, 12, x FOR PEER REVIEW 15 of 19 

Figure 15 reveals the blockchain status according to the results of the security assessment in the 
ECCPoW environment. 

 
Figure 15. Evaluation diagram of ECCPoW security. 

All blockchains were measured at 0% because of the assessment. The security of ECCPoW was 
the same on a Bitcoin and orphan block basis. Blockchain measurements inhibited the generation of 
orphan blocks. 

5.3. Scalability Evaluation 

Scalability is the extent to which a system can flexibly respond to an increase in the number of 
users. Blockchain scalability is related to the transaction processing speed of blockchain. Transactions 
per second (TPS) is the transaction processing speed of the blockchain. Thus, we evaluated the 
scalability of the blockchain using TPS. The following equation defines how to obtain TPS using 
transactions in blocks. TPS =           .  

We configured the blockchain test environment with three seed nodes and 20 mining nodes. 
Transaction generation occurs continuously from height 91 to 100—the blockchain mines 100 blocks. 
We checked the number of transactions in the height blocks of the blockchain from 91 to 100. We 
calculated the TPS of the blockchain. Table 11 lists the generation time and number of transactions of 
blocks of height 91 to 100 in Bitcoin. 
  

Figure 15. Evaluation diagram of ECCPoW security.

5.3. Scalability Evaluation

Scalability is the extent to which a system can flexibly respond to an increase in the number of users.
Blockchain scalability is related to the transaction processing speed of blockchain. Transactions per second
(TPS) is the transaction processing speed of the blockchain. Thus, we evaluated the scalability of the
blockchain using TPS. The following equation defines how to obtain TPS using transactions in blocks.

TPS =
Total number o f transactions in block

Generation time o f total block
.

We configured the blockchain test environment with three seed nodes and 20 mining nodes. Transaction
generation occurs continuously from height 91 to 100—the blockchain mines 100 blocks. We checked the
number of transactions in the height blocks of the blockchain from 91 to 100. We calculated the TPS of the
blockchain. Table 11 lists the generation time and number of transactions of blocks of height 91 to 100
in Bitcoin.

Table 12 displays the generation time and the number of transactions of blocks of height 91 to 100,
in ECCPoW. The evaluation results revealed that Bitcoin’s TPS is 0.95, and ECCPoW’s average TPS is
0.94. Moreover, ECCPoW’s scalability was measured at 98.95%, which was down 1.02% from Bitcoin’s
scalability. In addition, ECCPoW added a process to Bitcoin to resist ASICs. However, the scalability
values of ECCPoW and Bitcoin were assessed at a similar level.
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Table 11. The evaluation result of Bitcoin scalability.

Number Height Block Generation Time (Seconds) Number of Transactions

1 91 719 672

2 92 19 22

3 93 94 88

4 94 144 141

5 95 275 263

6 96 40 40

7 97 313 296

8 98 6 11

9 99 574 534

10 100 146 137

Total 2330 2204

TPS 0.945922747 TPS

Table 12. Evaluation results of ECCPoW scalability.

Number Height Block Generation Time (Seconds) Number of Transactions

1 91 151 140

2 92 192 182

3 93 369 351

4 94 361 331

5 95 156 151

6 96 214 205

7 97 124 120

8 98 267 250

9 99 585 548

10 100 514 480

Total 2933 2758

TPS 0.940334129 TPS

5.4. Comparison to Related Work

This section compares the features with the existing studies on ASIC resistance. Table 13 compares
the proposed method and existing relevant research on ASIC resistance. The ASIC resistance study for the
PoW blockchain has three approaches. The first method causes bottlenecks using memory access in a hash
function—for example, Ethereum (Ethash) and Bytecoin. The second method prevents the generation of
ASICs using a hash function overlay, for example, the X-11 series. Finally, the third method uses periodic
hash function replacement for ASICs, for example, in Monero (2019.9, RandomX algorithm) and Ethereum
(2020.7 applying scheduled, ProgPoW).
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Table 13. Comparison results of the related work.

Comparison Features Proposed Method Memory Approach Hash Function Overlay Periodic Hash Function Replacement

Applied cryptocurrency - Ethereum, Bytecoin X-11 series
Monero (2019.9, RandomX),

Ethereum (2020.7 applying scheduled,
ProgPoW)

Characteristic Change hash function
every block Force memory access Overlapping multiple

hash functions
Hard fork manually or automatically

with a hash function

Algorithm ECCPoW
Ethash,

ProgPoW,
CryptoNight

Blake, Bmw, Groetl, etc. RandomX,
ProgPoW

ASIC appearance - Yes Yes Unknown

ASIC resistance
induction method

Use of ASIC resistance
by connecting the

LDPC decoder and
hash function

Induce cache miss when
creating blocks (using a

DAG, etc.)

Overlapping the difficulty
of known hash functions

Hard fork every six months (formerly
Monero).

Convert the hash function for a period
using the key-block concept

(currently Monero)

The resistance induction of each ASIC in the existing studies is as follows. The memory approach
induces a cache miss (using DAG, among others) when creating blocks. This method degrades ASIC
performance as memory access increases. The hash function overlay method uses the overlap of the difficulty
of known hash functions. This method relies on the security of the applied hash function. The periodic
hash function replacement method periodically changes the hash function manually or automatically.

6. Conclusions

In this paper, we explained ECCPoW and applied the proposed method to Bitcoin. This paper
addressed the problem of centralization of mining due to the emergence of ASICs. We proposed a PoW
concept based on error-correction codes to solve this problem. The core of the ECCPoW is the connection
of the hash function with the LDPC decoder. Blockchain applied with the ECCPoW determines the
completion of the POW using the output value of the decoder. In addition, ASIC suppression is possible
because ASICs use the LDPC decoder.

This paper contributes to the phenomenon of symmetry in the PoW blockchain. The total block size
of the PoW blockchain symmetrically influences the hash rate. The PoW blockchain increases stability as
the hash rate increases in size. However, a high hash rate causes the waste of computing power in block
generation. Thus, we mitigate the causes of a high hash rate using ASIC resistance.

The ECCPoW offers a method of solving different puzzles in each block to avoid ASICs. This maximizes
the benefits of how existing studies use a limited number of hash functions to solve each block of different
hash functions. The proposed method offers more effective connections and the use of multiple hash
functions. We presented the difficulty control, parity-check matrix generation method, hash vector
generation, and code determination methods for implementing ECCPoW. Furthermore, ECCPoW was
applied to Bitcoin to verify the proposed method. We assessed the mining centralization, security,
and scalability of ECCPoW and Bitcoin. We found that ECCPoW maintained security and scalability,
showing 32% higher mining centralization than Bitcoin. Using the proposed method, ECCPoW does not
require high hash rates, and miners can compete more fairly.

This study contributes to the previous literature on ASIC resistance in the PoW blockchain. The ASIC
resistance study of the PoW blockchain was conducted in response to hardware development by ASIC
manufacturers. One of the studies on ASIC resistance induced forced access to memory in the hash
function, thereby lowering the performance of ASICs. Other studies have suggested periodically altering
the hash function to render ASICs useless. The ECCPoW provides a method of releasing different hash
functions for each block, rather than changing the periodic hash function.
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The ECCPoW revealed the limit of block generation time in the experiment. For the stable operation
of the blockchain, the block generation time of the ECCPoW must be stable and controllable. The results of
the block generation time test were unstable in the experiment using one node. Thus, ECCPoW requires
further research regarding the difficulty of block generation for stable operation. We also need to increase
the number of nodes in the ECCPoW to carry out mining.
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Abstract—Proof of Work (PoW) is the most widely adopted
consensus mechanism on public blockchains. The PoW
blockchain network achieves consensus by solving computational
problems. If a network participant owns more than 50% of the
total computational power in the network, they can forge the
blockchain. Hence, initial PoW blockchain networks with low
computing power are vulnerable to block forgery attacks. We
propose a smart contract-based checkpoint method to improve
security vulnerabilities in the initial blockchain networks. In our
method, participants periodically record block headers in an
Ethereum smart contract. The recorded checkpoint block header
validates the blockchain. Participants reject blocks with blocks
that differ from the recorded checkpoints. Our method ensures
the integrity of blocks until the height of the most recently created
checkpoint, reducing the risk of double-spending. We optimize
checkpoint costs by overlapping multiple checkpoint processes
in a single transaction. The interval of our checkpoint method
grows with the growth of the network, making the network
less dependent on checkpoints. We analyze the performance of
checkpoints in mitigating attacks and demonstrate that they
significantly decrease the success probability of attacks in the
network.

Index Terms—Checkpoint, PoW blockchain, smart contract,
double spending attack

I. INTRODUCTION

Blockchain is a decentralized ledger that maintains the
integrity of data through consensus. Blockchain uses a consen-
sus mechanism to select decision-makers in each block. [1].
The decision-makers in the blockchain record the validated
transactions in block and broadcast block to the network.
The consensus mechanism is critical to blockchain decision-
making and therefore has a major impact on the security and
scalability of a blockchain [2]. Innumerable consensus mecha-
nisms have been studied to increase the security and scalability
of blockchains [3]–[6]. Proof of Work(PoW), introduced in
Bitcoin, is the most popular consensus mechanism [7]. PoW
is a consensus mechanism that involves solving mathemati-
cal problems to select decision-makers. The participant who
solves the problem first gets the authority to create a block.
The computational works involved in decision-making make it
difficult for attackers to engage in malicious behavior. Proof of
Work is still the most typical consensus mechanism, although
Ethereum transitioned to Proof of Stake(PoS). [8].

In a PoW network, participants with more than 50% of the
total computing power have majority decision-making power.

This truth means they can monopolize the network’s decision-
making process and manipulate the data on the blockchain [9].
It is problematic that one participant possesses more than 50%
of the network’s computing power in a mature PoW network.
One participant possessing more than 50% of the network’s
computing power in a blockchain network is complicated and
becomes increasingly difficult as the number of participants
increases. However, in early blockchain networks, where the
network size is small, possessing more than 50% is relatively
easy.

Checkpoints are state values recorded at regular intervals
in a blockchain network. Blockchain networks regularly store
state values as checkpoints. Network participants recognize
blockchains that contain checkpoints as legitimate chains. This
new regulation increases the network’s security by making it
harder for attackers to forge blockchains. Checkpoints also
serve as reference points for new network participants. The
new participant connects to the blockchain network and at-
tempts to synchronize blocks. There are many forked chains in
the network, which can cause new participants to synchronize
the wrong chains. New participants can use checkpoints to
validate forked chains and prevent incorrect synchronization.

Related Work. There have been various implementations
that have applied checkpoints and numerous research studies
proposing checkpoint mechanisms. Bitcoin Core, a client soft-
ware for Bitcoin, utilizes hard-coded checkpoints internally to
protect the initial network from potential attack vulnerabilities
[10]. Hard-coded checkpoints are inflexible and centralized
to the developers. Polygon [11] executes the Proof of Stake
(PoS) consensus process in Ethereum smart contracts and
stores the outcomes as checkpoints. Polygon does not have
its inherent proof-of-work mechanism and relies on Ethereum
for network security. In [12], Wang and Kim propose an
additionally distributed ledger for external validators and a
method for recording checkpoints in the ledger. Their record-
ing checkpoints to a distributed ledger incur a high network
cost. [13] proposes to create a minority committee for each
checkpoint, which decides and records the checkpoint. Their
work assumes a synchronous network, unlike asynchronous
blockchain networks.

Contributions. We propose a smart contract-based check-
point method to improve the security of initial proof-of-
work networks. The core idea of our proposed method is
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to record checkpoints in the smart contracts of the Ethereum
network. The Ethereum blockchain network’s enormous size
guarantees our checkpoints’ security against tampering efforts.
We design the checkpoint generation process to consider the
asynchronous nature of blockchain networks. The checkpoint
creation process consists of three timelines for each checkpoint
generation interval. We overlap multiple checkpoint processes
in a single transaction to reduce the cost of checkpoint
generation. The checkpoint interval gradually increases with
the total computing power of the network. As the interval
between checkpoints recorded on Ethereum increases, the net-
work becomes independent of Ethereum. We assume a selfish
mining attack scenario and analyze the attack probabilities for
checkpoints and typical networks. According to our analysis,
our proposed method effectively reduces the attack probability
compared to regular PoW networks.

Organization. The rest of this paper is structured as follows.
In section II, we describe an overview of the research and
background concepts related to checkpoints. Section III ex-
plains the checkpoint protocol and smart contracts. In section
IV, we consider a scenario involving selfish mining attacks
and compare the performance of checkpoints with a typical
network. In section V, we conclude and discuss future work.

II. BACKGROUND AND OVERVIEW

A. PoW blockchain network attack

Attacks on proof-of-work (PoW) blockchain networks
largely stem from the probabilistic nature of the PoW mech-
anism. PoW network follows the Longest Chain rule, which
adopts the longest chain, i.e., the chain with the most accu-
mulated work, as the legitimate chain of the network [14].
Whenever the PoW network finds a longer chain, it replaces
the existing chain with the new one.

Double-spending attacks exploit the Longest Chain rule
[15]. In a double-spend attack, the attacker pays through a
legitimate transaction and receives a reward for the transaction.
The attacker uses their computational power to create the
longest blockchain that contains the forged transaction. The
network recognizes the longest block, the forged blockchain,
as legitimate and invalidates the legitimate transaction. The
attacker obtains the forged transaction reward and reuses the
currency used in the transaction. Selfish mining attack is
another form of attack that exploits the Longest Chain rule
[16]. In a selfish mining attack, the attacker intentionally with-
holds generated blocks instead of immediately broadcasting
them. The attacker continues to increase the height of their
private blockchain without revealing the blocks. The attacker
announces the blocks after the attacker’s blockchain surpasses
the network’s height. The transaction and block rewards on
the network’s chain become insignificant since the attacker’s
chain becomes the longest.

The attacker must catch up to the network’s longest chain
to execute such an attack. The attack has a probability of
success of 1 if the attacker’s computational power is over
half of the network’s total computing power since the attacker
can catch up to the blockchain. However, even though the

attacker’s computational power does not exceed 50%, there
is a possibility that they can succeed in executing the attack
probabilistically [17].

B. Confirmation distance

Confirmation distance is a mechanism introduced in
blockchain networks to mitigate double-spending attacks [18].
Confirmation distance refers to the number of blocks a user
has to wait for a transaction to be sent and confirmed. A
participant sends a transaction to the blockchain but does not
immediately supply the transaction reward and waits for the
confirmation distance. The participant sends the transaction
reward after all the confirmation distance blocks have been
generated. A double-spending attacker must forge blocks after
the confirmation distance to invalidate transactions. The con-
firmation distance is effective against double-spending attacks
employing less than 50% of the total computational power.
The probability of the attacker catching up with the blocks
decreases as block height increases, assuming the attacker
has less than 50% computing power. To receive a transaction
reward, an attacker must attempt a double-spend attack after
the confirmation distance. Confirmation distance increases the
difficulty of an attack by requiring the attacker to catch up to
the block after the confirmation distance.

The confirmation distance in a blockchain network can
vary depending on the network conditions. The confirmation
distance increases with a higher rate of total computational
power for an attacker and decreases with a lower rate. A longer
confirmation distance means a longer transaction processing
time, which can cause inconvenience for participants who
require fast transaction confirmations. Furthermore, attacks
with more than 50% computational power always generate
longer blocks, ignoring confirmation distance. As a result,
additional security protocols are necessary when the attacker
can launch an attack with substantial computational power.

C. Smart contract

A smart contract is a self-executing contract where the
terms and conditions are directly written into code, enabling
automatic execution without the need for intermediaries [19].
These contracts operate based on predefined conditions and
rules built on a blockchain platform. The smart contract
code automatically executes the contract conditions, ensuring
transparency and accuracy throughout the contractual process.
Smart contracts are recorded and verified on the blockchain,
providing high security and resistance to tampering. They
reduce the need for intermediaries, streamline processes, and
automate transactions, potentially saving time and cost. The
self-executing nature of smart contracts is widely utilized and
researched in many fields that rely on data-driven transactions
[20]. Increasingly, developers and researchers are actively
involved in the development and exploration of smart contracts
[21]–[23].
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Fig. 1. The architecture of our method

III. PROPOSED METHOD

In this section, we first present an architecture of our
proposed checkpoint method, then introduce the details of the
method.

A. Architecture

Fig. 1 depicts the architecture of our proposed method.
The proposed method consists of two layers: the Ethereum
network layer, which includes the checkpoint contract, and the
PoW network layer, which the checkpoint aims to protect. Our
method combines the Ethereum network layer with the PoW
network layer to ensure the security of the PoW network. The
checkpoint contract runs on the Ethereum network and serves
as the administrator overseeing the management and execution
of the checkpoint. The checkpoint contract defines the rules
and conditions necessary to verify and record checkpoints
on the Ethereum blockchain securely. The PoW network
works similarly to a typical blockchain network but includes
functionalities for generating, transmitting, and requesting
checkpoints.

The PoW network validator generates a checkpoint when it
reaches the checkpoint generation interval, which serves as a
reference for the network’s state. Checkpoint is nearly identical
to the block header of the same block height, but they include
additional data that marks them as a checkpoint. Checkpoints
are generated every interval and sent to the Ethereum check-
point contract. Participants in the network request the contract
for a checkpoint when a block modification occurs such that
the new block can be validated. Since checkpoint requests
do not affect the state of the contract, they can be pro-
vided directly without submitting a transaction. The network
client communicates with the checkpoint contract through the
checkpoint reporter. The checkpoint reporter consists of an
Ethereum light client that can communicate with Ethereum
and is compatible with the same private key used by the PoW
client.

Ethereum smart contract-based architecture provides the
following advantages for the checkpoint. First, it mitigates
the risk of checkpoint tampering. Ethereum is a network
with many participants, and the likelihood of tampering is

extremely low. Second, checkpoints operate transparently and
according to predetermined rules, ensuring that checkpoint
development remains decentralized and not centralized in the
hands of checkpoint developers.

B. Checkpoint generation process

One of the things to consider when creating checkpoints
is that Proof of Work networks operate as asynchronous
distributed networks, which means that block propagation
can be delayed or uncertain. We consider the asynchronous
characteristics of the network during the checkpoint generation
process. Despite a checkpoint created by one participant, other
participants may need to be made aware of it and may still
attempt to generate a checkpoint. We separate the checkpoint
generation process into three timelines to reflect the network’s
asynchronous characteristics. Fig. 2 shows the checkpoint
process timelines.

In Fig. 2, The first timeline occurs when the block height is
at checkpoint time, defined as k. The decision maker creates
block k but waits without creating a checkpoint. It is risky to
trust a block that has just been created on an asynchronous
network. Other blocks can easily replace blocks. Participants
must wait until the network has transmitted block k to all
participants.

The second timeline occurs at block height k + i, where
i represents the checkpoint interval. We assume that i blocks
have been generated from height k, so the propagation of block
k is almost complete. The participant generates a checkpoint
for block k and transmits it to the contract when the height
k + i has been achieved. The contract does not immediately
complete the checkpoint operation for height k but instead
stores the received checkpoints in a checkpoint pending pool
and waits. The participant also performs the first timeline
process at checkpoint k + i.

The third stage similarly occurs, following the completion of
the second stage at height k+i. The second and third timelines
i could differ according to the checkpoint interval adjustments
described in the checkpoint interval section. However, we
represent it as k + 2i for ease of expression. The contract
stores the checkpoints for height k in the checkpoint pending
pool and waits. The first timeline for height k + 2i and the
second timeline for height k + I execute when the network
reaches height k+2i. During this process, participants transmit
the checkpoints to contract for height k+ i. The contract uses
the checkpoint for height k+ i to recognize the block height,
as it cannot identify the network’s current block height. The
contract finishes the vote for checkpoint k and decides the final
checkpoint, k, after receiving the first checkpoint for height
k + i. The final checkpoint is decided based on receiving
the most votes. The checkpoint’s recording guarantees the
integrity of the blocks up to height k.

The actual network propagation time will probably be
shorter than the checkpoint interval, but we await the prop-
agation of the network until the next checkpoint interval. This
wait causes multiple checkpoint processes to work simultane-
ously in an interval. Participants can merge transactions from
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Fig. 2. Checkpoint process timeline

concurrently running checkpoints and send them in a single
transaction. Checkpoint transaction merging reduces the cost
of concurrently counting up to three processes by up to a third.

C. Checkpoint Smart contract

We establish a validator set that can generate checkpoints
and manage the list in the contract. This list of validators
forms a decentralized autonomous organization (DAO) that
operates autonomously according to predefined rules within
the contract. All validators have equal authority and participate
in decision-making through voting. The contract records the
checkpoint that receives the most votes from validators as
the final checkpoint. Validator DAO can make decisions and
execute processes without relying on centralized authority. The
equal authority of the DAO ensures that decisions are made
fairly and equitably.

The signatures of the validators determine the authenticity
of a checkpoint transaction. We ensure the validators use the
same private key for the PoW network and Ethereum. The
validator signs the checkpoint with their private key and sends
it to the contract. The contract verifies that the checkpoint’s
signature is included in the validators. Checkpoints with valid
signatures are stored in the checkpoint pending pool. When
a contract determines a checkpoint within a pending pool,
the contract saves the checkpoint. The contract only stores
the most recent checkpoint. The block generation process
in PoW includes data from the previous block. The most
recent checkpoint includes the previous one, which means the
contract does not need to store the previous one. The contract
calculates the attacker’s computational power as the block
difficulty for the spacing adjustment described in the following
subsection. Algorithm 1 is a pseudo-code showing the process
executed by the checkpoint contract when a checkpoint is
transmitted.

D. Checkpoint Interval

The smart contract calculates the checkpoint interval at the
time of checkpoint creation. The checkpoint includes the block

Algorithm 1 Checkpoint contract process
1: function SUBMITCHECKPOINT(header , sig)
2: proposer, blocknumber, roothash ← header
3: if proposer not in validators then
4: return V alError
5: if EcV erify(header, sig, proposer) is false then
6: return SignError

7: if CheckpointNumber < blocknumber then
8: checkpoint = PendingHeader.decideCheck()
9: Interval ← CalNextInterval(checkpoint)

10: PendingHeader.append(header)
11: return (checkpoint, Interval)

difficulty at the checkpoint’s point in time, allowing us to
assess the overall scale of the network through the block
difficulty. Given the difficulty of block height k as diffk and
block time as Tk, the total computational power of the network
ck is calculated as follows:

ck =
diffk ∗ 232

tk − tk−1
(1)

We find the attacker’s computational power ca to get the
attacker’s total computational power ratio. The ca can be
roughly gauged from the availability of computing resource
rental platforms. For example, the Ethash computational power
available for rent on nicehash.com in May 2023 is approxi-
mately 3 TH/s [24]. The attacker’s total computational power
ratio t can be expressed as follows:

t =
ca
ck

(2)

Our checkpoints are confirmed through the three timelines
and finalized two intervals later. A checkpoint interval of
i will provide finality for a block up to 2i earlier. The
confirmation distance z must be greater than 2i to be secure
against double-spending attacks. The interval of checkpoints
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Fig. 3. probability of selfish mining attacks based on the attack power.

significantly affects network performance. It provides signifi-
cant completeness and security against short-term attacks but
increases transaction costs.

Considering the cost of the attack, the network is sufficiently
secure if the probability of a double-spend attack is less than
0.001. It means that the network is secure enough without
checkpoints. We designed the interval of checkpoints to in-
crease as the network expands. For every halving of the attack
probability, the checkpoint interval doubles. This process
repeats, gradually reducing the dependency on checkpoints.
The attacker’s probability p can be calculated from t obtained
in Eq.(2) [15]. The network reaches a sufficiently large size to
be secure against attacks. Given that the confirmation distance
is z, and the attacker’s attack probability is p, the interval i of
the checkpoint can be obtained as follow:

i =

{
z
2 if p > 0.001

2⌈log2( 0.001
p )⌉ · z if else

(3)

IV. PERFORMANCE ANALYSIS

This section analyzes our proposed method’s Selfish Mining
Attack security performance. Our proposed method is resistant
to double-spending attacks but only partially immune to selfish
mining attacks. It is because Selfish Mining Attacks can occur
even within confirmation distance. A typical PoW network has
no checkpoints, so there is an infinite amount of time for a
selfish mining attack to be attempted. In contrast to typical
PoW networks, our method limits selfish mining attackers to
only attacking until a checkpoint is generated.

The selfish mining attack scenario in our method is as
follows. The attacker confirms that a checkpoint has been

Fig. 4. probability of selfish mining attacks based on the checkpoint interval

created and then prepares for a selfish mining attack before
the next checkpoint. The attacker creates a block but does not
broadcast it. The attacker creates and broadcasts the longest
block before the checkpoint is created. Blocks and transactions
created by other participants become invalid and monopolize
the rewards of those blocks. The contract records the blocks
generated by the attacker as checkpoints. This attack can harm
network performance, but transactions are secure because the
attacker’s reward is limited to the mining revenue.

The probability of the selfish mining attack scenario is
calculated similarly to the probability of a double-spend attack.
We express the probability of a selfish attack scenario using
a Poisson distribution. The attacker must create the longest
chain and forge blocks before recording the checkpoint. We
compute the probability distribution of blocks an attacker
can generate during a checkpoint interval. We then calculate
the total probability of the blocks generated by the attacker
being more significant than the checkpoint interval. When the
checkpoint interval is denoted as i, and the parameter λ is
equal to i∗ q

1−q , the probability of the attacker’s selfish mining
attack can be computed as follows:

attacki =
∞∑
k=0

λke−λ

k!
·

{
0 if k ≤ i

1 if k > i
(4)

We compare the performance of our method in the selfish
mining attack scenario with a typical PoW network using
Eq.(4). In our analysis, and we consider various attackers’
computational power and the checkpoint interval. We con-
ducted two experiments to evaluate the efficacy of checkpoints.
In the first experiment, we set the checkpoint interval to 6 and
analyzed the impact of varying the attacker’s computational
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power on the success probability of attacks. The results of
this experiment are presented in Fig. 3. It shows that our
method exhibits a decrease in attack probability for all levels
of attack power, with the reduction rate gradually increasing. It
showcases a maximum reduction of approximately 60% in the
attack probability. In the second experiment, we maintained
the attacker’s computational power at a fixed rate of 30%
and observed the changes in the attack success probability by
adjusting the checkpoint interval. Fig. 4 depicts the outcomes
of this experiment. Similarly, Fig. 4 shows that our method
reduces the attack success probability across all checkpoint
intervals.

As a result, the two experiments show that checkpoint serves
as an effective solution to prevent selfish mining attacks. The
consistent decrease in attack probability for all situations is
convincing evidence of the performance of our method.

V. CONCLUSION

In this paper, we present a smart contract-based checkpoint
mechanism for Proof of Work (PoW) networks, addressing the
challenges associated with network security and vulnerability
to attacks. We record checkpoints in Ethereum smart contracts
to reduce the probability of checkpoints being forged, as
Ethereum is exceedingly difficult to forge. Since blockchain
networks are asynchronous, we proposed a checkpoint gener-
ation process composed of three timelines that execute each
checkpoint interval. To reduce checkpoint costs, We merge
concurrently running processes and submit them as a single
transaction. The checkpoint interval increases gradually as
the PoW network expands. When the checkpoint interval is
large enough, the network moves away from its dependence
on checkpoints and becomes independent of Ethereum. We
performed an attack probability analysis on a selfish mining
attack to show the effectiveness of our method. The proposed
checkpoint significantly lowers the probabilities of attacks,
especially in the initial stages of PoW networks, compared
to typical PoW networks. In our future work, we will apply
our checkpoint method to existing blockchain networks and
research methods to reduce the cost associated with check-
points.
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Human Activity Recognition Using Self-Powered
Sensors Based on Multilayer Bidirectional Long

Short-Term Memory Networks
Jian Su , Member, IEEE, Zhenlong Liao , Zhengguo Sheng , Senior Member, IEEE,
Alex X. Liu , Fellow, IEEE, Dilbag Singh, and Heung-No Lee , Senior Member, IEEE

Abstract—Sensor-based human activity recognition (HAR)
requires the acquisition of channel state information (CSI)
data with time series based on sensors to predict human
behavior. Many existing approaches are based on wearable
sensors and cameras, which increases the burden and pri-
vacy issues for patients. Self-powered sensors are capable
of noncontact collection of time series data generated by
human activity while ensuring their own stable operation.
In this article, we propose a deep-learning-based framework
for contactless real-time activity detection of humans using
self-powered sensors, which is called multilayer bidirectional
long short-term memory (MBLSTM). The collected Wi-Fi CSI
data are fed into our proposed network model, which is then
used to learn representative features of both sides from the
original continuous CSI measurements. The attention model
is used to assign different weights to the learned features, and
finally, activity recognition is performed. Experimental results
show that our proposed method achieves an accuracy of more
than 96% for the recognition of six activities in multiple rounds of testing, outperforming other benchmark methods used
for comparison.

Index Terms— Bidirectional long short-term memory (BLSTM), channel state information (CSI), deep learning, human
activity recognition (HAR), self-powered sensors, Wi-Fi.

NOMENCLATURE
BLSTM Bidirectional long short-term memory.
MBLSTM Multilayer bidirectional long short-term memory.
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CSI Channel state information.
HAR Human activity recognition.
RSS Received signal strength.
APs Access points.
KNN k-nearest neighbor.
STFT Short-time Fourier transform.
GAN Generative adversarial network.
CNN Convolutional neural network.
RF Random forest.
SVM Support vector machine.
LR Logistic regression.
DT Decision tree.
HMM Hidden Markov model.
SAE Sparse autoencoder.

I. INTRODUCTION

IN RECENT years, thanks to the rapid development of
Internet-of-Things (IoT) technology, we can get a lot of

useful information from different types of sensors in IoT.
This information can help IoT technology to be applied in
smart cities, smart farms, medical and health services, and so
on. The application of IoT sensors in the livestock industry
can help practitioners reduce costs and increase efficiency [1].
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Use fiber optic sensors for 3D sound source localization [2].
IoT technologies are also gradually entering our daily life and
can identify human daily activities. HAR is also receiving
increasing attention for research in the field of health detection.
For example, we need to understand the health status of elderly
people and need to monitor their daily activities [3] over time
for fall detection [4] and identification of some diseases that
the elderly are prone to, such as Parkinson’s [5].

To identify various human activities, many methods
have been used in previous work. Cameras [6]–[9],
wearable sensors [10], [11], and radio frequency
identification (RFID) [12]–[14] have been used for activity
recognition. Camera-based systems have the advantage of
being able to detect minor human movements. However,
these systems face severe problems, such as object blocking
and privacy issues. Because of the great recognition accuracy,
wearable sensors are also useful in HAR [15]. Wearable
sensor-based ones, on the other hand, need the use of
additional devices for action recognition, which is both
uncomfortable and ineffective. The mobile phone is another
popular sensor for recognizing human activity. Smartphones
may be considered electricity sensing platforms for HAR
since different sensors, such as accelerometers, gyroscopes,
and barometers, are incorporated in phones. If the user
forgets to carry their smartphone, activity recognition will
be turned off. Simultaneously, the operation of the sensors
in the phone will be affected by its battery capacity. The
usage of Wi-Fi devices for HAR has also been successful
currently [16]–[19]. Wi-Fi provides new research directions
for universal, nonvisual HAR due to its universality, low cost,
and contactless operation. Use self-powered sensors to obtain
stable and continuous Wi-Fi signal information.

The basic point of using Wi-Fi to recognize activities is
that human motion influences the nearby Wi-Fi signal, and
Wi-Fi signals reflected by different activities exhibit different
characteristics. RSS, which is most widely practiced in the
field of indoor positioning research [20], [21], is the most
extensively utilized signal for Wi-Fi. Although it can be used
to recognize human activity, it has disadvantages because of
noise and unsteady RSS data. Distinguishing different human
actions is mainly a matter of analyzing the pattern of the
signal, CSI. The most advanced work showed pretty decent
recognition accuracy while using a clean Wi-Fi channel in
the experiment. However, in the real world, Wi-Fi channels
are less than clean. Nowadays, wireless signals abound in
indoor places, such as homes, offices, and supermarkets, and
there are numerous private APs. Because most systems now
utilize stationary Wi-Fi channels for action recognition and
CSI acquisition, their performance is extremely vulnerable to
cochannel interference, which can significantly decrease the
quality of the receiver and distort the extracted recognition
features. When classifying activities, traditional classification
models utilized in present systems are highly influenced by
such distortions. Recently, with the rapid development of
deep learning techniques, the method of automatically learning
activity features in CSI using deep learning has provided
a completely new way of thinking for HAR [22]. There is

also experience in combining machine learning and sensors in
previous work, for example, fiber optic tactile sensors com-
bined with machine learning algorithms for surface roughness
recognition [23].

The advantage of long short-term memory (LSTM) net-
works to automatically learn meaningful features and encode
data is widely used in deep learning. The traditional LSTM
only handles the forward continuous CSI data, which means
that the backward CSI data are not used effectively in training.
Future CSI data, we believe, will be important for recognizing
human activities. Furthermore, typical LSTM sequence prop-
erties may contribute differently to the HAR challenge. The
learned characteristics, on the other hand, make an equivalent
contribution to the final identification of human actions in the
classic LSTM technique. We provide a MBLSTM based on
Wi-Fi CSI data for HAR in this research paper. Stacking
LSTM hidden layers gives more depth to the model and
more accurate descriptions obtained as a deep learning tech-
nique while increasing the depth of the network, improving
the efficiency of training, and obtaining higher accuracy.
An MBLSTM network consisting of multiple forward and
backward LSTM layers can handle both forward and backward
continuous CSI measurements. Furthermore, the attention
mechanism can give more weight to more essential charac-
teristics and time steps, resulting in higher generalization for
human activity detection. The effectiveness of the proposed
personnel activity detection algorithm based on wireless CSI
measurement is verified by real experiments. The results are
compared to several published benchmark approaches.

In this article, the major contribution of our work is that we
establish a framework called MBLSTM to recognize human
activities. The following is a detailed description.

1) We designed an MBLSTM network to collect Wi-Fi
CSI data for autonomous feature extraction and selection
using self-powered sensors. Use self-powered sensors
to continuously and steadily collect Wi-Fi time series
information under different activities, and match this
different information with different activities.

2) Continuous CSI data in both forward and reverse direc-
tions are processed by layering several BLSTM net-
works. The MBLSTM can simultaneously consider the
information of different past and future actions in CSI
data, thus bringing richer information reference for
feature learning and using it can also speed up the
convergence process of the training dataset.

3) The MBLSTM network uses an attention model to learn
the relevance between activity features and time series.
For the final personnel activity recognition, more main
features and time series are assigned greater weights,
resulting in improved recognition performance.

The rest of this article is organized as follows. Section II
reviews some state-of-the-art work on using Wi-Fi signals
to identify human activities, and Section III describes the
channel sensing model and the MBLSTM network, as well as
the proposed approach. Section IV describes the experimental
setup and data. Then, this section shows and analyzes the
experimental results. Finally, Section V summarizes this work.
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Fig. 1. Basic framework of the Wi-Fi-based activity recognition system.

II. RELATED WORK

As illustrated in Fig. 1, a conventional Wi-Fi-based activity
recognition system is composed of three parts.

1) Filtering and Monitoring Channel Status: Human activ-
ity is detected using a self-powered sensor. The human
body activity affects the Wi-Fi signal, and this pair of
signals can be observed. Therefore, the first step of
the activity recognition system is to collect the original
signal and denoise it to reveal the changes caused by
human activity.

2) Extraction of Features: The CSI data from this denois-
ing step are still not directly usable, and the next
task is to discover and extract features from the
existing behavioral data that are initially compatible
with the technical requirements. At present, the sig-
nal feature extraction method contains the following
three kinds: the time-domain analysis method, the
frequency-domain analysis method, and the combined
method of time–frequency analysis.

3) Training and Recognition: After getting the feature
dataset, the first operation is to distinguish the dataset
into the training set and the test set, and choosing
the proper division ratio is a key part to ensure the
effect of behavior recognition. The next step is to select
the appropriate classification algorithm to train and test
the data.

Due to the common presence of Wi-Fi in everyday
life, many research teams have developed several activ-
ity recognition systems using Wi-Fi signals. Sigg et al. [24]
proposed a wireless HAR system that analyzes the RSS
information of the interfered Wi-Fi signal for activ-
ity recognition. They extracted several important fea-
tures from RSS data and used a KNN classifier to
recognize four daily activities. Abudulaziz Ali Haseeb
and Parasuraman [25] designed an RSS-based gesture recog-
nition system on cell phones. The system uses deep learning
networks for gesture recognition and achieves high recognition
accuracy. Due to multipath and fading effects, the collection
of raw RSS data containing actions can be unstable and noisy,
so the performance of using RSS to recognize activities with
actions is very limited, even for simple actions. Wi-Fi’s more
steady and informative CSI has received a lot of attention
recently. Zhang et al. [26] investigated the sensitivity of Wi-Fi
signals theoretically and proposed a Fresnel zone method to
recognize human activity using Wi-Fi CSI data.

Some special features may need to be carefully designed
using domain knowledge in order to recognize certain actions
using Wi-Fi CSI measurements. When used to recognize other
activities, these features may not perform effectively. For
example, the traditional KNN method, which has a simple
idea, is applicable to multiclassification problems. However,
when the sample distribution is unbalanced, the new sample
will be classified as the dominant sample, so it cannot bet-
ter approximate the actual classification result. Furthermore,
handcrafted characteristics will gradually lose several of the
implicit qualities that are important for recognizing human
activity. Deep learning is a useful tool for automatically
learning the differentiating features that are used to recognize
the human activity.

Deep learning is a type of machine learning method
that uses a deep neural network to classify data. In most
cases, accurate features need to be identified for input to
the training model, and the model classifies and outputs
results based on these features. As a result, well-designed
features are essential for accurate behavior recognition and
have a significant effect on classification accuracy. Some
feature extraction, on the other hand, may depend on empirical
experience, lowering classification accuracy. Deep learning,
unlike machine learning, generally does not require feature
extraction stages since a deep neural network is able to
automatically identify and extract features from training data.
Deep learning allows us a new method to classify data and
can deal with enormous amounts of data. In other words,
the most significant advantage of deep learning is that it
does not require preprocessing of data in order to obtain data
features. Meanwhile, deep learning can automatically compute
large-scale unknown parameters in neural networks through
the training process. Usually, the process of neural network
training consumes a lot of practice, but the results achieved
are satisfactory. Deep learning algorithms are widely applied
in various fields, including picture target identification, natural
language processing, video classification, visual arts, and
so on [27].

Damodaran et al. [28] used a device-free approach (CSI)
to identify human activities. Wavelet analysis was used for
preprocessing and feature extraction. As a result, they were
able to recognize walking, sitting, standing, and running activ-
ities. High-bandwidth noise was removed using the principal
component analysis by Moshiri et al. [29]. The signal was
transformed to the frequency domain using STFT, and new
data were generated using GANs. The LSTM algorithm was
used for classification. The accuracy was 87.2% using 50%
of the “real” data plus 50% of the synthetic data and 92.8%
using a set of all “real” data.

CNN is a very popular deep learning method that automates
feature extraction and can easily handle high-latitude data.
However, when the network level is too deep, modifying the
parameters using BP propagation will cause the parameters
near the input layer to change more slowly, and the pooling
layer will lose a lot of valuable information and ignore the
local-to-whole correlation.

Since, for different activities, CSI measurements are con-
tinuous measurements with temporal information, BLSTM
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Fig. 2. Proposed MBLSTM framework for CSI-based HAR.

capable of encoding temporal information is a good candidate
for automatic feature learning. BLSTM includes both forward
and backward processes of feature learning. As a result, when
evaluating the current hidden state of the LSTM, BLSTM can
take into account both past and future information, resulting
in richer information features. We propose stacked multilayer
BLSTM networks for human action recognition. Each layer
of the BLSTM neural network automatically learns the input
action features and passes the learned features to the next
layer. At the same time, the feature sequences learned in one
temporal instance may contribute differently to the final HAR.
Furthermore, the significance of CSI collected at different
time stages may differ. Therefore, in order to assign different
weights to different action features in the training for the
purpose of reducing the training time and improving the
accuracy of the model, we add an attention mechanism to the
proposed network model.

III. PROPOSED METHOD

A. System Overview
The proposed MBLSTM framework is shown in Fig. 2.

First, we use a router and a self-powered sensor to collect
CSI signals from Wi-Fi of human actions. Second, we input
the processed CSI signals into the MBLSTM framework to
automatically learn the forward and backward features. There
are 200 hidden nodes in the bidirectional LSTM used for
feature learning in this experiment. Since the attention model
has no available prior information, it can only use the features
learned from BLSTM as input to derive an attention matrix
representing the importance of features and time steps. Then,
we use element multiplication to merge the learned features
with the attention matrix to obtain the modified feature matrix
with attention. After that, the feature matrix is flattened into
feature vectors for final classification using the flattened layer.
Finally, the softmax classification layer is used to identify
different activities with the final feature vectors.

B. Channel Sensing Model
Wi-Fi signals are known to fluctuate significantly when

objects move within the region of interest. The Fresnel zone
model is introduced as a result of this to explore how the
Wi-Fi signals on these receiving antennas change as a result of
different activities. Furthermore, we infer potential behavioral

information from such activity-induced signal fluctuations.
Thus, we use the Intel 5300 NIC, a self-powered sensor,
to collect the reflected Wi-Fi information.

In recent years, the Fresnel zone model has been applied
to the research of human action recognition based on wireless
sensing. It refers to the wireless electromagnetic wave in the
transmission process, the formation of the transceiver at both
ends of the transceiver device, and the location of the trans-
ceiver device as the focus of the ellipse-shaped area; the area
is the wireless electromagnetic wave intensity concentration
area. One of the most important zones is the first Fresnel
zone, where most of the energy of the wireless signal is
located. If there is an obstacle in this region, it will affect
the wireless signal. The wireless signal will form multiple
propagation paths from the receiver (Rx) to the transmitter
(Tx), and the direct propagation path that passes through both
the transmitter and receiver is called the line-of-sight (LoS)
path. When the wireless signal transmission encounters an
obstacle, the transmission path produces reflection, scattering
and diffraction, called non-line-of-sight (NLoS).

Through the analysis and study of the received signals, the
researchers found the characteristics of the changes brought by
the human body movements on the signal propagation. Mean-
while, establish the relationship between these features and the
mapping of different activities, which built the foundation for
Wi-Fi-based HAR.

The phenomenon that different actions have different effects
on Wi-Fi signals is a major discovery that the Fresnel zone
model can be applied to the field of action recognition.
Specifically, different activities cause significant differences
in the speed of signal dynamic paths. Furthermore, CSI’s
amplitude attenuation and phase change can capture these
specific patterns. It demonstrates the feasibility and application
of using unique CSI variations to effectively and precisely
identify and recognize different human activities.

C. MBLSTM Neural Network
In the case of multilayer stacking, each layer of the

BLSTM neural network is composed of a forward recur-
rent network and a backward recurrent network. The com-
bination of the output results of the forward LSTM and
the backward LSTM of the previous layer is sent to the
next layer of the network. Fig. 3 illustrates the MBLSTM
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Fig. 3. Structure of the MBLSTM neural network.
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The output is determined by the sum of each layer’s positive
and negative computations. Here, S(i)

t−1 and S(i)
t are the values

of the i th hidden layer at times t − 1 and t , respectively.
Forward and backward computations do not share weights;
V (i), U (i), and W (i) are the weight matrices of the i th hidden
layer to the output layer, the input layer to the hidden layer,
and the hidden layer. V �(i), U �(i), and W �(i) are the backward
weight matrices used for the computations. i is the number of
BLSTM layers, and i = 0, 1, 2, . . . ,∞ is the output layer’s
value.

D. Attention Model
The attentional model is developed to be used for image

recognition [30]. The concept was inspired by the human
visual system, which says that, during picture recognition,
humans always focus on a certain portion of the image and
adjust their attention over time. During the recognition work,
the attention model allows the computer to attend to the
area of interest while blurring other areas. Recently, atten-
tion models have been used in language processing, proving
that it is clearly effective [31]. For example, in the popular
encoder-decoder method for natural language processing, the
input sentence is encoded as a fixed vector that is translated

throughout the translation process, meaning that, at every time
step, all words in the input sentence contribute equally to
the translation. This task of processing sentence translation
is inefficient. When the encoder model is utilized with the
attention model, translations will focus more on the words
that are more relevant to the current translation process at
different time steps. Since the MBLSTM network learns
high-dimensional sequence features, individual features and
time series may contribute differently to the final recognition
results. We try to use an attention model to intelligently learn
the effects of different actions of features and assign weights
according to their importance.

In the recognition system, there is no usable a priori
information for training. As a result, the attention model, also
known as self-attention, will utilize the sequential features
learned by MBLSTM as input. This attention model is shown
in a simple example here. Given n feature vectors hi , i =
1, 2, . . . , n that can be obtained from the feature learning
network, we build a score function �(·) to evaluate the
significance of each feature vector by computing the score
si as follows:

si = �
(

WT hi + b
)

(2)

where WT and b are the weight vector and bias, respectively.
Any activation function in a neural network, such as tanh,
relu, or linear, can be used to build the score function. We can
normalize each feature vector’s score utilizing the softmax
function, which is written as

ai = softmax(si ) = esp(si )∑
i (si )

. (3)

The final output feature O of the attention model is the
product of the vector and its normalization score as follows:

O =
n∑

i=1

ai ∗ hi . (4)

E. Training Proposed Method
To identify the model parameters, the proposed MBLSTM

framework is trained using CSI data with real labels. First, all
parameters are randomly given. The CSI data is then sent into
MBLSTM, which uses it to predict the labels. The category
cross-entropy errors are measured and backpropagated using a
gradient-based optimization approach to adjust the model para-
meters utilizing the given true labels. We utilize ADAM [32]
to calculate the adaptive learning rate for each parameter in
the optimization process efficiently.

In learning-based systems, overfitting is a typical prob-
lem. To avoid overfitting, we utilize the ADAM optimizer.
It provides adaptive learning rates for various parameters.
Furthermore, the suggested attention method will only choose
a few significant features and time series, decreasing the
possibility of overfitting.

IV. EXPERIMENTS AND ANALYSIS

In this section, we first introduce our experimental settings
in detail and then present the extensive experimental results
that validate the effectiveness of our model.
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Fig. 4. Trend of accuracy rate of different network trainings.

A. Experiments’ Settings
We compared the proposed method to several benchmark

CSI-based human activity identification algorithms to evaluate
how effective it is. According to Yousefi et al. [33], the RF
model outperforms SVMs, LR, and DT in Wi-Fi-based HAR.
In [34], HMMs have also been found to be useful for recog-
nizing human activity. As a result, we compared our method
to these two handmade methods. Manual feature extraction is
described in detail in [33]. We also compare it to other deep-
learning-based approaches that can learn features automati-
cally, such as SAE [34], [35] and traditional LSTM [33]. The
SAE algorithm is an unsupervised algorithm that automatically
learns features from unlabeled data and can give a better
feature description than the original data. Validation sets from
the training examples were used to fine-tune the parameters
of all methods. For evaluation, tenfold cross-validation has
been used. We divided all of the data tenfold at random.
Then, we select onefold of data for testing and the rest for
training and, finally, get ten times. The average of all ten
runs determines the final recognition accuracy. The dataset
used for comparison was taken by Yousefi et al. [33] from
an office. A router was used as a transmitter, and a laptop
with an Intel 5300 NIC was used as a receiver. The sampling
frequency was 1 kHz, with three antennas and 30 subcarriers,
and the size of the original CSI data was 90. The window
size used for data segmentation was a sliding window of 2 s.
Transmitters and receivers were separated by three meters
under LOS conditions. Each person performed each activity
for 20 s during data collection. Note that the person remains
stationary at the beginning and end of the activity. Six persons
were involved in the data process of collecting, which included
six normal daily activities: lie down, fall, run, sit down, stand
up and walk. Every volunteer performed 20 rounds of each
activity; the resulting dataset was approximately 17 GB in size.
All experiments were performed on a workstation in our lab
using python to run the code. The workstation is equipped with
an eight-core, 16-thread Intel i9-9900 CPU and an NVIDIA
GeForce RTX 2080 GPU.

We compare the trend of accuracy and loss of BLSTM
networks with the different number of layers in the training

Fig. 5. Trend of training time and accuracy in 60 epochs of training.

Fig. 6. Recognition accuracy of each activity with different numbers of
hidden nodes.

dataset. Fig. 4 shows that the LSTM and BLSTM networks
converge more slowly, with accuracy barely reaching 90% at
the 60th round of training. The multilayer BLSTM network,
on the other hand, converges quickly, with accuracy exceeding
90% at about ten rounds of training, approaching 100% at
close to 20 rounds, and preserving stability in accuracy during
subsequent training.

Although the training converges faster as the number of
BLSTM layers increases, it is not better to have more layers.
As the number of layers increases, the network structure
becomes increasingly large, which means that more and more
computational resources will be used, and more time will be
consumed in training. As shown in Fig. 5, we run exper-
iments using 200 hidden nodes. The results show that the
more complex the network structure is, the time for training
increases significantly. It is obvious that, with the same number
of training rounds, the overall training accuracy does not
improve much after increasing the BLSTM network to three
layers, which are close to 100%, indicating that the limit has
been approached. However, the training time spent by each
network differs greatly. Considering all factors, we choose
the three-layer BLSTM network as the network model for
this experiment in order to minimize the computer resources
consumed while ensuring high accuracy.

1) Impact of the Number of Hidden Nodes: We find that the
number of LSTM hidden nodes has a large impact on the
experimental results. As a result, we performed a second
experiment to see how this parameter affected the accuracy of
activity recognition. The results of the experiment are shown in
Fig. 6. When using 50 hidden nodes, the recognition accuracy
was low for actions, especially for the two activities “sit down”
and “stand up,” which, we guess, are too similar. When the
number of hidden nodes is raised, the recognition performance
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Fig. 7. Confusion matrix of all benchmarks and proposed MBLSTM methods on the dataset. (a) RF. (b) HMM. (c) SAE. (d) LSTM. (e) MBLSTM.

TABLE I
TRAINING AND VALIDATION TIMES FOR DIFFERENT NUMBERS OF

HIDDEN NODES

TABLE II
TRAINING AND TESTING TIMES FOR DIFFERENT METHODS

of each activity is improved, and after the number reaches 300,
the accuracy tends to be stable. As shown in Table I, we use
a three-layer BLSTM network, and in the same 30 rounds
of training, the more the hidden nodes, the longer the training
time, and we choose to use 200 hidden nodes in the MBLSTM.

2) Time Complexity: Deep-learning-based approaches’ time
complexity is a common issue. We compared the training time
and testing time of some methods using the same dataset.
Table II shows the training time and testing time for all
methods. It can be clearly seen that algorithms using deep
learning methods have much longer training times than a
typical machine learning algorithm. The proposed MBLSTM
consumes the longest training time of all methods using
deep learning. All of the approaches have short testing times
according to Table II. The proposed MBLSTM, for example,
has a testing time of 8.72 s for 420 test samples. This signifies
that each sample will be tested for 0.0208 s. The window size
for data segmentation is 4 s for each case. We believe that our

proposed MBLSTM approach, which is based on Wi-Fi CSI,
may be utilized for real-time personnel activity recognition.

B. Experimental Results
Fig. 7 shows the confusion matrix of all benchmarks and

proposed MBLSTM methods on the dataset. Activity recog-
nition algorithms that need manual feature extraction, such
as RF and HMM, perform the poorest. The HMM algorithm
performs significantly better than the RF algorithm. Unlike
RF and HMM manual feature extraction, SAE algorithms
using deep learning methods have better performance. This
demonstrates the effectiveness of using the SAE method for
automatic feature learning. The LSTM network outperforms
the SAE method because it incorporates the temporal factors
in the CSI sequences into feature learning. Due to the inclusion
of the attention model and the structure of the multilayer
bidirectional LSTM in our proposed method, our MBLSTM
method achieves excellent recognition results in recognizing
six daily activities. For all six daily activity recognition, the
accuracy is greater than or equal to 96%, which is sufficient
for most recognition situations.

The accuracy of recognition varies greatly depending on the
activity. Higher physical activities, such as “fall,” “walk,” and
“run,” show greater recognition performance. This is due to the
fact that these activities have a large impact on the features
of the collected CSI data. It is also evident that most methods
have relatively low accuracy for recognizing the activity of
“sit down.” This might be because this activity has the same
effect on CSI features as the “lie down” and “stand up”
activities. It is worth noting that the RF method’s recognition
accuracy with handmade features is much lower than 50%. The
“fall” activity is the most important of these six, especially
for the elderly [36]. The proposed MBLSTM approach can
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recognize “fall” activities with 99% accuracy, which will be
useful in a wide variety of medical applications. The extended
training period of the deep-learning-based approach is one of
its drawbacks. However, this time-consuming procedure only
has to be completed once. It is worth noting that deep-learning-
based methods can be tested online quickly enough for most
real-time applications.

V. CONCLUSION

In this article, we use self-powered sensors to collect Wi-Fi
time series information and propose a multilayer BLSTM
network for extracting Wi-Fi signal feature information used
for HAR by improving the traditional LSTM model. In both
directions, the BLSTM network can learn important sequential
features from original Wi-Fi CSI data. The multilayer BLSTM
network can enhance accuracy by accelerating convergence
during training. We evaluated the method in real environments
and compared it to a variety of benchmark methods, such
as RF, HMMs, SAEs, and traditional LSTM. The proposed
MBLSTM for Wi-Fi CSI-based personnel activity recogni-
tion has demonstrated higher performance in experiments.
Although our method has a high recognition rate for single-
person activities, there is still a big room for improve-
ment in multiperson activities. For future work, we hope to
improve the accuracy of multiperson activity recognition and
the compatibility of the system with different environments.
Glowinski et al. [37] used an inertial measurement device to
calculate acceleration. This inspired our proposed method
helps to recognize the type of body movement. In case of
a car accident, it can help to determine the posture of the
injured person.
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Multimodal Sparse Representation-Based Classification
Scheme for RF Fingerprinting

Kiwon Yang , Jusung Kang, Jehyuk Jang , and Heung-No Lee , Senior Member, IEEE

Abstract— In this letter, we propose a multimodal method for
improving radio frequency (RF) fingerprinting performance that
uses multiple features cultivated from RF signals. Combining
multiple features, including a falling transient feature that has
not previously been used in RF fingerprinting studies, we aim to
demonstrate that the proposed method results in improved accu-
racy. We show that a sparse representation-based classification
(SRC) scheme can be a good platform for combining multiple
features. The experimental results on RF signals acquired from
eight walkie-talkies show that the RF fingerprinting accuracy of
the proposed method improves significantly as the number of
features increases.

Index Terms— Classification algorithm, feature extraction,
multimodality, RF fingerprinting, radio frequency identification.

I. INTRODUCTION

CLASSIFYING radio frequency (RF) signals is useful
in electronic warfare to identify the radio transmission

signals of adversaries [1]. For the classification to work well,
the availability of good features and a simple but robust
technique are essential. A feature is a sample vector cultivated
from the transmitted RF signals and bears unique information
about the pertinent device. Identification of RF transmitters
using such features is called RF fingerprinting. Features are
known to arise from many sources, including tiny differences
in device fabrication process and electronic components [1].

RF fingerprinting has attracted significant attention [2]–[6]:
In [2], RF-DNA features which contain information on vari-
ance, skewness, and kurtosis, within a preamble response
were used with an ensemble method. In [3], four features—
differential constellation trace figure, carrier frequency offset,
modulation offset, and I/Q offset where classifications were
done by calculating the minimum distance between test data
and training data—were used. In [4], the mean of the instan-
taneous amplitude of the received signal and the modulation
symbol were used with an optimal dimension-reduced matrix.
In [5], an RF fingerprinting scheme based on low-rank repre-
sentation of the original data with the robust classifier para-
meter was investigated. In [6], a convolutional neural network
(CNN) for seven commercial Zigbee devices was used. They
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collected 1,000 data per class. In [2]–[6], RF fingerprinting
schemes with multiple features, which exhibited a high accu-
racy rate, were proposed for Zigbee devices and satellite
terminals.

The contributions and novelties of this letter are as follows:
• We propose a new RF fingerprinting algorithm and a set

of three RF features—rising transient, falling transient,
and sync—and show the possibility that each feature can
provide unique information through a real-life experi-
ment. The falling transient feature has never been used
in RF fingerprinting studies. Our results indicate that
the performance of RF fingerprinting improves as each
feature is additionally employed.

• Even though SRC is a common algorithm in classifica-
tion [7], no study on RF fingerprinting with a combination
of SRC and multiple features has been reported. We show
that SRC can be a good platform for RF fingerprinting.

The remainder of this letter is organized as follows. The
experimental system is described in Section II. The proposed
method is outlined in Section III. Results are presented and
analyzed in Section IV. The conclusion is given in Section V.

II. EXPERIMENTAL SYSTEM

A. Walkie-Talkie Signals

Our RF signals follow the digital mobile radio (DMR) stan-
dard. The DMR standard follows time-division multiple access
(TDMA) and 4-level frequency-shift keying modulation [8].
A signal burst appears for 30ms and disappears for 30ms
using the 2-slot TDMA method. This pattern is repeated in
transmission.

The signal burst consists of rising transient, falling transient,
and steady-state signals. The rising transient signal grows from
zero to the designed level of the RF signal. Contrary to the
rising transient signal, the falling transient signal decreases
from the designed level to zero. The steady-state signal refers
to the resting part between the rising and the falling transient
signal and is composed of data and a sync signal. The data
have 216 bits and the sync signal has 48 bits. The bit rate of
the DMR standard is 9,600 bits/s. The sync signal is used to
synchronize the transmitter and receiver.

From the pertinent signal part, a feature is obtained. Each
feature is the main lobe of a spectrum of the pertinent
signal part. We show how to extract each feature from the
pertinent signal part in Section III. A. As we mentioned,
the features arise from the inherent nonlinear properties of
radio transmitters in the manufacturing process [1]. Owing
to the presence of such features, RF fingerprinting can be
accomplished.
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B. Signal-Acquisition Setup

For our experiment, two walkie-talkie models were used:
Motorola Sl1M and Hytera BD-358. Each model follows the
DMR standard. Four units of each type, i.e., eight walkie-
talkies in total, were used in the experiment.

Signal was transmitted from the transmitter and acquired
from an SMA male mini car-mounted antenna, the receiving
frequency band of which is 400–470 MHz. We then down-
converted 423.1875 MHz to 10 MHz using an XL-11-411 RF
mixer and an E4438C ESG vector signal generator. Then,
we filtered the signal bandwidth and sampled the signal using
an IF recording system with the PX14400 operator functioning
as a low-pass filter and analog-to-digital converter. Signals
sampled at 96 MHz were saved to a computer and loaded
to MATLAB. As we captured 50 signals per walkie-talkie,
400 signals were saved to the computer.

III. PROPOSED FEATURE EXTRACTION

AND CLASSIFICATION

A. Signal Burst to Features

To cultivate features, we extracted the three signal parts
from a single signal burst. Then, each feature was selected
from the pertinent extracted signal parts.

Each signal part is extracted from the first signal burst of the
total received signal through time-windowing. To design the
time-window for each signal, we used a thresholding method.
For a rising transient signal fR ∈ R

500,000×1, the starting
threshold is the first time point at which the amplitude of
the signal burst exceeds 10% of its maximum; the ending
threshold is the time point it exceeds 90%. Similarly, for
the falling transient signal fF ∈ R

500,000×1, the starting
threshold and the ending threshold are the latest time points
at which the amplitude of the signal burst exceeds 90% and
10% of its maximum, respectively. Since the length of each
transient signal fluctuates, we used zero padding method after
the ending point of each transient signal to match the length.
To design the time window for the sync signal, we referred
to the DMR standard [8]. The sync signal fS ∈ R

480,000×1 is
located at the center of a signal burst. We set the center of
the time-window for the sync signal to the central time point
between the ending time of the rising transient signal and the
starting time of the falling transient signal. The width of the
time window was set to 0.005 s, as per the DMR standard [8].
Each extracted signal part was normalized to consider the case
of signals with different power levels.

The extracted signal parts were transformed to the spectrum
domain by fast Fourier transform (FFT) with the size of the
time signal. Then, the operation of taking the absolute value
of each element was executed to compare the energy and
frequency information of the extracted signal part with those of
the others. Since the main lobe occupies most of the energy of
each signal part, the main lobe was taken from each spectrum.
The main lobes, F (fR)ML ∈ R

2,000×1, F (fF )ML ∈ R
2,000×1,

and F (fS)ML ∈ R
1,920×1, are the unique features used in our

experiment, where F (·) is the FFT operation function and ML
denotes the main lobe of the spectrum.

To extract the main lobe, we used a bandpass filter first.
Then, the center frequency of the filtered spectrum was down-
converted to zero. Finally, we decimated the signal to reduce
the length of the sample sequence. The main lobe was set to
occupy most of the energy of each signal part, considering the
channel bandwidth.

B. Proposed SRC

SRC is a classification algorithm based on the compressed
sensing theory [7] and is used to determine the class from the
sparse solution of the representation equation

y = Ds, (1)

where y ∈ R
P×1 is a test data vector with length P , D ∈

R
P×NL is a training data matrix composed of N training data

vectors for each class label of transmitters l ∈ {1, · · · , L}, and
s ∈ R

NL×1 is a vector of sparse representation coefficients.
The sparse signal recovery algorithm in [7] was used to solve
(1) with P < NL. In (1), Ds can be rewritten as

Ds =
[

D(1) · · · D(L)
] [ (

s(1)
)T · · · (

s(L)
)T

]T

, (2)

where D(l) is a submatrix of D corresponding to the lth class
label of transmitters and s(l) is a subvector of s corresponding
to the lth class label of transmitters, and T denotes the
transpose. To identify the class of test data, we solve

class = arg min
l∈{1,··· ,L}

∥∥∥y − D(l)s(l)
∥∥∥

2
. (3)

If the column vectors in D are less correlated, the solution
s of (1) is approximated to be sparse since the condition of
having a sparse solution depends on the mutual correlation
between the columns of D [9]. Thus, the compressed sensing
algorithms in [7] can be used to find a unique solution s.
However, when RF signals are taken directly to form the
column vectors of D, the solution s cannot be sparse because
they may be highly correlated. Then, the performance of SRC
may be poor. Thus, RF signals must be processed to remove
correlation to obtain high performance in SRC [9].

To remove correlation among RF signals, the proposed
method applies principal components analysis (PCA) to the
column vectors, each of which combines multiple features.
PCA is known to be good at geometrically separating the
features in the Euclidean domain by removing the mutual
correlation [10]. This section aims to show how three kinds
of features are concatenated and how PCA is applied to the
features. We first introduce the single modal method and then
discuss the proposed multimodal method.

1) Single Modal RF Fingerprinting: Consider that one of
the rising transient, falling transient, and sync features is
used as the sole representative feature of a single transmitter.
We first form a feature matrix in which the columns are the
sample vectors of the feature of candidate RF transmitters.
Mathematically, for L RF transmitters (classes) and N sample
vectors of a feature of each RF transmitter, we construct the
feature matrix A ∈ R

M×NL as follows:

A =
[
a(1)
1 , · · · , a(1)

N , a(2)
1 , · · · , a(L)

N

]
, (4)
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where column vector a(l)
n ∈ R

M×1 is the nth sample vector
of a feature of the lth RF transmitter for n = 1, · · · , N and
l = 1, · · · , L, and M is the length of a feature. We denote a
feature of an unknown RF transmitter as u ∈ R

M×1. From the
PCA operation, (7) and (9), A and u are changed to a training
data matrix D and a test data vector y, respectively.

2) Multimodal RF Fingerprinting: The proposed method
is to concatenate the multiple features in the representation
equation u = As, as shown in Fig. 1; the feature matrices
are concatenated in a row-wise manner. Let us denote the nth

sample vector of the kth feature of the lth RF transmitter
for n = 1, · · · , N , l = 1, · · · , L, and k = 1, · · · , K as
a(l)

k,n ∈ R
M×1, where K is the number of features to be

combined. The feature matrices are concatenated as follows:

A =
[

A1
T A2

T · · · AK
T

]T ∈ R
MK×NL, (5)

where a(l)
k,n forms the columns of feature matrix Ak,

Ak =
[
a(1)

k,1, · · · , a(1)
k,N , a(2)

k,1, · · · , a(L)
k,N

]
∈ R

M×NL. (6)

Then, PCA is applied to the feature matrix A. We obtain the
training data matrix D as follows:

D = VT (A − m1) ∈ R
P×NL, (7)

where m = 1
L×N

L∑
l=1

N∑
n=1

al
n ∈ R

MK×1 is the average vector

of the columns of A, 1 := [1 1 · · · 1] is the 1 by NL vector
of 1 s, al

n =
[
(al

1,n)T (al
2,n)T · · · (al

K,n)T
]T ∈ R

MK×1 is a
column vector which combines K features, and V ∈ R

MK×P

is a rearranged eigenvector matrix of the covariance matrix
(A − m1)(A − m1)T ∈ R

MK×MK . The eigenvectors of
(A−m1)(A−m1)T are arranged according to the eigenvalues
in descending order. Since the eigenvalue of the covariance
matrix is proportional to the variance of the columns of A and
the eigenvectors of the covariance matrices are orthonormal,
the column vector of V becomes a basis of the new space on
the variance of the columns of A [10]. The dimension of V
can be selected by the user as P ∈ {1, · · · , MK}. To obtain
the test data vector y of SRC, we first concatenate different
features of an unknown transmitter uk ∈ R

M×1 as follows:

u =
[

uT
1 uT

2 · · · uT
K

]T ∈ R
MK×1. (8)

Finally, PCA is applied to a concatenated feature of unknown
transmitter u. The test data vector y is obtained by mapping the
difference between concatenated feature u and m, i.e., u−m,
onto the space with the eigenvector matrix V,

y = VT (u − m) ∈ R
P×1. (9)

By using PCA, the equation in Fig. 1 is changed to (1),
which has principal components as training and test data. The
SRC solution in (1) was determined using the basis pursuit
algorithm, which finds the unique sparse solution that has the
minimum L1 norm [11].

Fig. 1. Feature concatenation in the proposed method.

TABLE I

ACCURACY RATE OF THE PROPOSED METHOD

Fig. 2. Classification result of four BD-358 and four SL1M walkie-talkies.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

For our experiment, we set the decimation rate for all
feature extractions to 250, considering the bandwidth of the RF
signal following the DMR standard [8] and the sampling rate.
To evaluate the performance of the proposed classifier, we used
a five-fold cross validation technique. Fifty data were used per
walkie-talkie, such that each test data was classified on the
total of 320 training data. The experiment was performed in
a line-of-sight environment and SNR was around 35-40 dB.

Table I shows the accuracy rate of the proposed method.
The accuracy rate of the multimodal scheme is much better
than that obtained from using only one feature. The minimum
number of principal components is the minimum number of
column vectors in the eigenvector matrix V that yields the
highest accuracy rate. Fig. 2 shows eight results of classifica-
tion using 1 to 100 principal components, 1) on the rising
transient feature, 2) on the falling transient feature, 3) on
both transient features combined, 4) on the sync feature, and
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Fig. 3. Feature map of a 3-D principal components space.

5) on all features combined in SNR : 35-40dB, 6) 25dB,
7) 15dB, and 8) 5dB. Improved performance with an increased
number of features indicates that each feature could contain
unique information. Since the eigenvectors of the 21st and
higher eigenvalues of (A − m1)(A − m1)T do not have
enough information to represent the differences of data, the
classification accuracy is not changed as P > 21. Fig. 3 shows
a feature map in which the principal components of features
of Motorola Sl1M are mapped onto a 3D plot. The label of
each axis, such as Component 1 and Component 2, means the
projection of u−m to the P th column vector of V. The figure
shows distinct cluster formation when a concatenated feature
is used.

To compare the proposed method with convolutional neural
network (CNN), we referred to the studies [6] and [12].
For additional tests, we used a five-fold cross validation
technique. Five training neural networks were constructed

using the same training dataset with the proposed method.
We used the concatenated features as input data. The average
classification accuracy rate of the CNN was 91.5%.

In our experiment, the size of the training data set is much
smaller than that of [6]. Comparing CNN (91.5%) with the
proposed method (98.75%), we show that SRC performs better
than CNN for this small training data set. Because it is simple
to add more training data and different kinds of features
in SRC, the performance of the proposed method could be
improved with additional training data and other kinds of
features.

V. CONCLUSIONS

This letter proposed a multimodal RF fingerprinting scheme
based on SRC. We showed that the proposed multimodal
scheme, which concatenates multiple features in the row-wise
manner and applies PCA to the concatenated dictionary matrix,
improves accuracy significantly. We showed the possibility that
the three signal features we have cultivated from RF signal
samples could provide mutually independent information. The
proposed scheme is efficient in the sense that improved RF
fingerprinting accuracy is obtained. In addition, it is simple
and easy in the proposed scheme to add more data and various
kinds of features. The MATLAB source code for this study can
be obtained at https://infonet.gist.ac.kr/?page_id=14.
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MLNet: Metaheuristics-Based Lightweight
Deep Learning Network for Cervical

Cancer Diagnosis
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Abstract—One of the leading causes of cancer-related
deaths among women is cervical cancer. Early diagnosis
and treatment can minimize the complications of this can-
cer. Recently, researchers have designed and implemented
many deep learning-based automated cervical cancer diag-
nosis models. However, the majority of these models suffer
from over-fitting, parameter tuning, and gradient vanish-
ing problems. To overcome these problems, in this paper
a metaheuristics-based lightweight deep learning network
(MLNet) is proposed. Initially, the hyper-parameters tuning
problem of convolutional neural network (CNN) is defined
as a multi-objective problem. Particle swarm optimization
(PSO) is used to optimally define the CNN architecture.
Thereafter, Dynamically hybrid niching differential evolu-
tion (DHDE) is utilized to optimize the hyper-parameters of
CNN layers. Each particle of PSO and solution of DHDE
together represent the possible CNN configuration. F-score
is used as a fitness function. The proposed MLNet is
trained and validated on three benchmark cervical cancer
datasets. On the Herlev dataset, MLNet outperforms the
existing models in terms of accuracy, f-measure, sensitivity,
specificity, and precision by 1.6254%, 1.5178%, 1.5780%,
1.7145%, and 1.4890%, respectively. Also, on the SIPaKMeD
dataset, MLNet achieves better performance than the ex-
isting models in terms of accuracy, f-measure, sensitivity,
specificity, and precision by 2.1250%, 2.2455%, 1.9074%,
1.9258%, and 1.8975%, respectively. Finally, on the Mende-
ley LBC dataset, MLNet achieves better performance than
the competitive models in terms of accuracy, f-measure,
sensitivity, specificity, and precision by 1.4680%, 1.5845%,
1.3582%, 1.3926%, and 1.4125%, respectively.

Index Terms—Cervical cancer, deep learning, diagnosis,
dynamically hybrid niching differential evolution,
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lightweight deep learning network, metaheuristics, particle
swarm optimization.

I. INTRODUCTION

C ERVICAL cancer is found in the lower part of the uterus.
The cell of cervix progressively grows in pre-cancerous

cells and cultivates cancer. Cervical cancer is the fourth most
life-threatening disease in females [1]. It is responsible for a 90%
mortality rate in developing countries due to its unawareness of
the disease and its impact on life [2]. The early detection of
cervical cancer is done by using Pap testing [3]. In this test,
the samples are taken from the cervix and examined by the
pathologist for any abnormalities present in cervix [4]. Manual
testing requires expert pathologists for abnormalities analysis.
However, this process is time-consuming and error-prone. To
handle these issues, automatic cell classification techniques are
required.

The well-known automated analysis systems are BD Focal
Point slide profiler [5] and ThinPrep [6]. These automated
systems were approved by the Food and Drug Administration
(FDA) of the US. These systems not only reduce the analysis
time but also improve the classification performance. In re-
cent years, artificial intelligence techniques are widely used for
automatic cervical cell classification [7]. Most of the existing
techniques utilize the concept of feature extraction to enhance
the performance of the classifier and reduce the computational
run time. Some of these techniques are support vector ma-
chine (SVM), K-nearest neighbor (KNN), and artificial neural
networks (ANN). Machine learning techniques provide better
results for small datasets. However, the medical dataset is large
in size and complex in nature. Sometimes, the accurate classifi-
cation through machine learning techniques is a little bit difficult
due to the variations in shape and size of cells. The different
feature extraction techniques provide different results. Hence,
there is a need for an automatic feature extraction technique.
For this, deep learning techniques are widely used.

Deep learning techniques are usually applied in several areas
of medical imaging [8]. Among the existing deep learning tech-
niques, convolutional neural networks (CNNs) are extensively
used to classify cervical cells [9]. These techniques eliminate the
need for pre-processing steps such as feature extraction. These
techniques directly utilize the original image and reduce the
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control parameter of the training phase. The main aspects of deep
learning techniques are pooling and weight sharing. Some of the
well-known techniques are long-short term memory (LSTM),
recurrent neural network (RNN), and generative adversarial
networks (GAN). The performance of these techniques is still
far from the optimal results. It is found that the existing models
suffer from over-fitting, parameter tuning, and gradient vanish-
ing problems. Model parameters are generally selected through
trial-and-error, resulting in poorer performance. This motivates
us to develop a novel technique for cervical cell classification.
The main contributions of this paper are as follows:

1) A metaheuristics-based lightweight deep learning net-
work (MLNet) is proposed.

2) The hyper-parameters tuning problem of convolutional
neural network (CNN) is defined as a multi-objective
problem.

3) Particle swarm optimization (PSO) is used to optimally
define CNN architecture. Thereafter, Dynamically hybrid
niching differential evolution (DHDE) is utilized to opti-
mize the hyper-parameters of CNN layers. Each particle
of PSO and solution of DHDE together represent the
possible CNN configuration.

The remaining structure of this paper is as follows. Section II
presents the related work done in the field of cervical cell clas-
sification. The utilized approaches are discussed in Section III.
The proposed model is described in Section IV. Experimental
results and discussion are mentioned in Section V followed by
the conclusion in Section VI.

II. RELATED WORK

Lin et al. [10] extended CNN-based image identification
algorithm. Smooth L1 loss and regression methods were com-
bined to enhance the classification accuracy. Cycle GAN was
used due to its ease of implementation. They attained the
classification accuracies of 98.1% and 97.6% for binary and
seven class problems of the Herlev dataset, respectively. How-
ever, the classification accuracy of some samples is not good.
Chen et al. [11] developed a lightweight CNN (LCNN) for
the classification of cervical cells. The compression method
was used to improve the performance of lightweight CNN.
VGG, ResNet, and Inception-ResnetV2 were used to design the
teacher model and determined labels from the designed model.
Thereafter, Xception, MobileNet, MobileNetV2, and DenseNet
were used to design the student model. The accuracy obtained
from Inception-ResnetV2 was 73.58%. However, it suffers from
a hyper-parameter tuning problem.

Sabeena et al. [12] utilized a pyramid scene parsing model
(PSPM) for cell recognition from cervical images. The local
and global priors were integrated with PSPM. The average
classification accuracy obtained from their approach was 99.7%.
However, the robustness of this approach has yet to be validated
on different datasets. Allehaibi et al. [9] used a Mask regional
CNN (Mask R-CNN) for the segmentation of cervical cells.
Thereafter, a pretrained VGG model was used for classifica-
tion. The accuracy obtained from Mask R-CNN was 96% for
two-class classification. However, this approach requires high

computational complexity. Zhao et al. [13] utilized dense U-Net
(DU-Net) to design the deep learning framework for the segmen-
tation of nuclei from cervical images. The ensemble strategy was
used to eliminate the predictive bias during the training phase.
Their method achieved precision and recall of 0.946 and 0.984,
respectively.

Hussain et al. [14] proposed a fully CNN (FCNN) for the
classification of cervical nuclei from the images. It attained an
accuracy of 96%. However, it suffers from high computational
time. Shi et al. [15] developed a cervical cell classification model
using graph CNN (GCNN). They used intrinsic features of an
image to capture the correlation among clusters. The average
accuracy obtained from this method was 94.23%. This model
suffers from annotation costs. Li et al. [16] integrated global
information with an attention mechanism to classify the cervical
nuclei. The features were extracted through ResNet50. These
features were applied to the attention mechanism to find out
the cell region. Long-short term memory (LSTM) was used to
aggregate the cell features. The average classification accuracy
obtained from this model was 98.89%.

Rahaman et al. [17] designed a novel deep learning frame-
work named as DeepCervix for the classification of cervical
cells. DeepCervix utilized VGG16, VGG19, XceptionNet, and
ResNet50 for feature extraction. Dropout layer and batch nor-
malization were incorporated in DeepCervix. DeepCervix was
evaluated on the Herlev dataset and attained the accuracy of
98.91% for two-class and 90.32% for seven classes. However,
the poison noise greatly degrades the performance of the model.
Dong et al. [18] used InceptionV3 for cervical cell classifica-
tion. The performance of InceptionV3 was evaluated on the
Herlev dataset and attained an accuracy of 98.23%. The artificial
features may be incorporated in InceptionV3 for better perfor-
mance. Chankong et al. [19] designed an automatic cervical
image classification. Fuzzy C-means (FCM) were utilized to
extract the features. These features were applied on Bayesian,
linear discriminant analysis (LDA), K-nearest neighbor (KNN),
artificial neural network (ANN), and support vector machine
(SVM). For the Herlev dataset, this model obtained the 93.78%
and 99.27% accuracies for seven-class and binary-class, re-
spectively. This method was not validated for multiple cell
classification.

Wang et al. [20] developed an automatic cervical image classi-
fication. Mean-shift clustering was used to determine the regions
of interest. The overlapping regions were spitted through mor-
phological operations. The feature set was optimized through
a chain-like agent genetic algorithm (CAGA). Their method
outperformed the other methods in terms of specificity, sen-
sitivity, and accuracy. The robustness of this method was not
tested on different types of datasets. Martin et al. [21] used CNN
for cervical cell classification. The average accuracy attained
from their model was 60%. Yaman and Tuncer [22] utilized the
exemplar pyramid deep feature extraction (EPDFE) technique to
detect cervical cancer. Two pre-trained transfer learning models
named DarkNet19 and DarkNet53 were used for extracting
deep features from cervical images. Neighborhood component
analysis was used to select the features obtained from pre-trained
models. The selected deep features were applied to SVM for
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classification. The average accuracy obtained from this approach
was 96%. But this approach did not get better results for the
SIPaKMeD dataset.

Manna et al. [23] designed an ensemble CNN model us-
ing fuzzy rank (CNN-F) for cervical image classification. The
fuzzy rank-based fusion of three pre-trained models such as
IncpetionV3, Xception, and DenseNet169 was incorporated in
this model. It performed better than the other models in terms
of accuracy. This model was unable to classify the overlapping
and poor contrast images. Chen et al. [24] developed an auto-
matic cervical cell classification. Compact VGG was used for
developing a cell classifier. Their method performs better than
the other models in terms of classification measures. Tripathi
et al. [25] studied four deep learning models namely ResNet50,
ResNet152, VGG16, and VGG19 for cell classification. The best
accuracy obtained from ResNet152 was 94.89%. However, the
parallel implementation of these models is required to improve
the classification performance. Basak et al. [26] developed an
automatic deep learning framework for cytology cell classifica-
tion. CNN model was used to extract the deep features. These
features were further reduced through principal component anal-
ysis (PCA). The reduced features were optimized by a grey
wolf optimization algorithm. Thereafter, these optimized fea-
tures were applied to SVM for classification. The classification
accuracies obtained by this method were 98.32% and 97.87% for
seven-class of Herlev and five-class of SIPaKMeD, respectively.
Kumar and Krishna [27] classified cervical cancer by varying
the channels of CNN (c-CNN). c-CNN with channels (32,64)
achieved 96.89% accuracy, 94.15% F-score, 93.75% sensitivity,
and 93.38% precision.

Martinez-Mas et al. [28] developed a CNN for PAP-smear
cell classification. The cell merger approach was used in the
developed model. The accuracy obtained from their model
was 88.8%. This model can be further improved by merging
networks. Pal et al. [29] developed a deep multiple instance
learning (DMIL) for cell classification. Deep CNN was used
to extract deep features from cervical cell images. The average
classification accuracy obtained from this method was 84.55%.
Ghoneim et al. [30] developed a cervical cell classification
model using CNN and an extreme learning machine (ELM)
referred to as CNN-ELM. The deep features were extracted
using CNN. These features were applied to ELM for classifica-
tion. The classification accuracy obtained by their method was
91.2% for the seven-class of Herlev dataset. The architectures
of other models can be incorporated for further improvement.
Jia et al. [31] developed a novel deep learning framework for
cell classification. CNN was used to extract the deep features.
Gabor and deep features were combined. These features were
reduced through PCA. The reduced features were applied to
SVM for classification. This method outperformed the other
models in terms of accuracy, sensitivity, and specificity. Alyafeai
and Ghouti [32] used YOLO algorithm for the extraction of a
region of interest (ROI). Lightweight CNN was used to classify
the cervical cells. The accuracy under the curve obtained from
this approach was 0.82.

Zhang et al. [33] used the weight transfer learning approach
for colposcopy image classification. The pre-trained DenseNet

model was used for classification. The feature map concatena-
tion was used to eliminate the gradient problem. Their approach
obtained an accuracy of 73.08% over 600 test images. Xiang
et al. [34] developed an automatic cervical cell classification
(ACCC). YOLOv3 was used to extract the ROIs. CNN model
was used to classify the cervical cell. ACCC performed better
than the existing methods in terms of performance measures.
Zorkafli et al. [35] developed a neural network based on hybrid
multi-layered perceptron (HMLP) and GA for cervical cell
identification. The average accuracy obtained from this model
was 74.82%. Bhavani and Govardhan [36] designed a stacked
ensemble technique for cervical cell classification. The synthetic
minority over-sampling technique (SMOTE) was used for data
balancing. Thereafter, KNN, SVM, Random forest, and logistic
regression were used to build the model for classification. The
developed model was evaluated on the UCI machine learning
dataset and attained an accuracy of 91.2%. However, the com-
putational time of the developed model is high.

It is observed that the performance of existing models is
still far from the optimal results. The existing techniques suffer
from over-fitting, parameter tuning, and gradient vanishing prob-
lems. Hence, there is a need to develop a metaheuristics-based
lightweight deep learning network that can classify cervical
cancer efficiently.

III. PRELIMINARIES

A. Convolutional Neural Network

CNN is a deep learning architecture that learns the key fea-
tures automatically from images. It can capture temporal and
spatial dependencies using filters in an image. It also reduces
the images without losing key features to minimize the compu-
tational complexity and improve performance. It also requires
few parameters in comparison to traditional neural networks.
CNN has mainly three layers: convolution, pooling, and fully
connected.

In the convolution layer, key features are extracted from im-
ages using convolution operation and activation functions. The
convolution operation facilitates the layers to identify similar
objects in several images with different regions. It contains
some parameters such as the size of filter, number of filter,
padding, and stride that need to be set before the training process.
In the pooling layer, the spatial size of convolved features is
reduced through dimensionality reduction. Thus, it minimizes
the computational power requirement. Its main benefit is that
it extracts dominant features that are positional and rotational
invariant. The different types of pooling can be utilized such as
max, average, stochastic, spatial pyramid, and def-pooling [37].
But max pooling is mostly used as it provides better robustness
and faster convergence. This layer does not contain any learnable
parameters but has padding, stride, and filter size parameters.
Both convolution and pooling layers together form the ith layer
of CNN. Depending on the complexity of the images, the number
of these layers can be increased. The output of the last pooling
layer, i.e., a feature vector is converted into a one-dimensional
vector and fed into a fully connected layer. Fully connected
layers are also called densely connected layers because every
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neuron in one layer is connected to every neuron of another
layer. The final fully connected layer classifies the images.

B. Particle Swarm Optimization

PSO is a metaheuristic technique that is used to solve op-
timization problems.In PSO [38], each particle can represent
as a solution. These particles contain position and velocity
vectors and evolved through the problem space. The position
of the particles is adjusted through personal- and global-best
positions. In the personal best position, each particle keeps the
track of its own best position that has been found so far. The
global best position keeps the record of the best position which
is founded among all particles. Particle i holds velocity vec-
tor V eli = (vel1i , vel

2
i , . . . , vel

D
i ) and position vector Posi =

(pos1i , pos
1
i , . . . , pos

D
i ), where D is the number of dimensions.

PSO finds the best solution by updating V eli and Posi through
each iteration (it) as follows:

V eli(it+ 1) = ω · V eli(it) + c1r1(Bestpi
(it)− Posi(it))

+ c2r2(Bestg(it)− Posi(it)) (1)

Posi(it+ 1) = Posi(it) + V eli(it+ 1) (2)

where Bestpi
represents the personal best position of the

particle i that has been searched so far. Bestg denotes the best
position that has been found by a whole swarm so far. r1 and
r2 are the random numbers that are uniformly distributed in
the range of [0,1]. The parameters such as cognitive coefficient
(c2), social coefficient (c1), and inertia weight (ω) maintain the
trade-off between exploitation and exploration. ω impacts the
performance of PSO, so it should be calculated carefully. In
this paper, sigmoid-like inertia weight, given by [39], is used to
achieve a better trade-off and convergence. It is defined as:

ω =

{
0.9, if it ≤ αMnt1

1

ite
(10it−2M

nt1
)/M

nt1
+ 4, otherwise (3)

where Mnt1 is the maximum number of iterations. α is the
predefined constant.

C. Dynamically Hybrid Niching Differential Evolution

Neural network ensembles are a multimodal optimization
problem (MMOP) because it has multiple local and/or global
optima, rough search space, and a large number of hyper-
tunning parameters. To find the optimal solutions and improve
the convergence accuracy, a dynamically hybrid niching-based
differential evolution (DHDE) [40] is utilized. The reason is that
it provides a better trade-off between convergence and diversity.
DHDE utilizes crowding and speciation niching techniques dy-
namically during the execution to achieve the same. In DHDE,
diversity is improved using the information of inferior offspring
and crowding-based differential evolution (CDE-IOA). Inferior
offsprings are those who are weaker than their parents. Instead
of discarding these inferior offsprings, DHDE saves them into
an archive (i.e., inferior offspring archive (IOA)) to explore
additional optimal solutions. The convergence is promoted by
detecting and removing similar individuals from the popula-
tion using improved neighborhood speciation-based differential

TABLE I
THE HYPER-PARAMETERS OF CNN ARCHITECTURE AND THEIR RANGES

TABLE II
THE HYPER-PARAMETERS OF CNN’S LAYER AND THEIR RANGES

evolution (INSDE). Optimal solution archive (OSA) is used to
save the obtained optimal solutions during the execution. The
working of the DHDE algorithm is explained in Algorithm 2 (see
Section IV). DHDE combines CDE-IOA and INSDE to achieve
better diversity and convergence. Firstly, CDE-IOA is called and
then INSDE is executed.

IV. PROPOSED MODEL

Although CNN extracts the features automatically from the
images, it requires a number of hyper-parameters to be set before
starting the training process. The value of these parameters plays
a very important role to build an efficient CNN model. These
parameters can be set by human expertise or using a trial-error
basis. But it is a very lengthy and time-consuming process.
Therefore, it is required to select the parameters optimally to
build an optimized and efficient CNN model. Table I shows
the hyper-parameters of CNN architecture with their ranges.
The hyper-parameters of layers with their ranges are shown in
Table II. Padding pixels of convolution and pooling layers are
either set to 0 or 1. Here, 0 and 1 represent valid and the same
paddings, respectively. Odd filter size is used in both convolution
and pooling layers. The stride size is always taken smaller than
the filter size.

Fig. 1 shows the proposed MLNet for cervical cancer diagno-
sis. The remaining section describes the optimization of CNN
architecture and its hyper-parameters using PSO and DHDE.
Inspired from [41], firstly, PSO is used to optimize the hyper-
parameters of CNN architecture that are mentioned in Table I.
Thereafter, DHDE is utilized to optimize the hyper-parameters
of the layers which are mentioned in Table II. Each particle of
PSO and solution of DHDE together represent the possible CNN
configuration. Finally, the softmax layer that classifies cervical
cancer. The fitness of particle and solution is tested using the
obtained F-score. The hyper-parameters of CNN are optimized
iteratively by PSO and DHDE and find a configuration with the
best fitness value. Thereafter, the CNN model is configured using
the optimal hyper-parameters and trained with many cervical
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Fig. 1. MLNet: Metaheuristics-based lightweight deep learning net-
work for cervical cancer diagnosis.

images. Finally, optimized CNN is applied for the classification
of cervical cancer.

A. Optimization of CNN Architecture

Algorithm 1 describes the optimization of CNN architecture
using PSO. A swarm [SWp1

, SWp2
, . . . , SWpm

] of m particles
is initialized randomly with specified ranges (line 3). Each
particle SWpi

has three-dimensions such as nCL, nPL, and
nFL (refer Table I). Initially, Bestpi

and Bestg are set to null
(line 2). From lines 4 to 6, similar particles are removed if
exist in the swarm. From lines 7 to 25, PSO-CNN algorithm
iteratively optimizes the hyper-parameters of CNN until Mnt1

is not reached. For every SWpi
, optimal hyper-parameters such

as nfc, fsc, ppc, ssc, fsp, ssp, ppp, and Fnn (refer Table II)
are returned by Algorithm 2 (DHDE algorithm) (line 11). These
parameters save in OSA. In line 13, CNN model is configured
using current SWpi

and ROS (randomly selected optimal so-
lution from OSA). The fitness of CNN is evaluated in line 14.
Based on the fitness value, Bestpi

and Bestg are updated (lines
15-20). In line 21, the position and velocity of the particle are
updated.

B. Optimization of Hyper-Parameters of CNN’s Layers

Table II shows the hyper-parameters of fully connected,
pooling, and convolution layers of CNN. These hyper-
parameters are optimized using DHDE algorithm. The pro-
cess of optimization is illustrated in Algorithm 2. This
algorithm is called by Algorithm 1 for every particle
(SWpi

). Algorithm 2 generates a archive of optimal solution
( nfc, fsc, ppc, ssc, fsp, ssp, ppp, and Fnn) for SWpi

.
SWpi

{nCL, nPL, nFL}, Population sizeSP , crossover rate
CR, scaling factor F , distance threshold dt, minimal fitness
threshold ft, maximum counter MC , maximum size of IOA

(MOA), and maximum number of fitness evaluations (MNfes
)

are given as inputs to Algorithm 2. Initially, Nfes is set 0 and
OSA and IOA are set to null. In line 3, a random population
PO of SP is generated. PO = {z1, z2, . . . , zsp}, where zi =
{ nfc, fsc, ppc, ssc, fsp, ssp, ppp, Fnn}. In lines 4-5, CNN

model is set and fitness is calculated. Nfes is set equal to SP .
Now, DHDE calls CDE-IOA and INSDE one by one until Nfes

is less than MNfes
. In line 8, Algorithm 3 CDE-IOA is called

by passing PO, IOA, Nfes, and SWpi
parameters.

In Algorithm 3, three individuals are selected from PO ran-
domly to produce an offspring ti for every target parent zi using
mutation and crossover operations of DE [40] (see lines 2-3). For
mutation, “DE/rand/1” [40] is operation is used. The fitness of
ti is evaluated using CNN model (lines 4-5). In line 9, Euclidean
distance is used to find the nearest parent q from PO to ti. In
lines 10-13, if fitness of ti comes better than q, then ti replaces
q. Otherwise, it is added into IOA. In Algorithm 2, IOA is added
into PO to explore additional optimal solutions (line 12).

When the size of IOA (|IOA|) becomes greater or equal to
MOA, Algorithm 4 INSDE is called by using SWpi

, PO, dt,
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ft, MC , and Nfes parameters (line 15). In Algorithm 4, PO
is sorted in descending order based on the fitness value and
it becomes POS (line 1). POS is divided into Sm different
sub-populations (subpop) (lines 2-4). For each subpopi

, an off-
spring ti,j is generated using mutation and crossover of DE (lines
6-8). The fitness of ti,j is evaluated using CNN (lines 9-10).
The selection operation is performed from 15 to 19. A counter
Cp (p = 1, . . . , SP ) is assigned to every parent that records the
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times of parent not replaced with offspring. Initially, Cp is 0.
In line 26, all subpopi

are merged into PO. In lines 27-32,
Euclidean distance is calculated of every ith individual in PO
and store into Ed. Thereafter, similar individuals are identified
and eliminated fromPO based onEd, dt, and ft. In line 36, if the
counter of the individual becomes greater than MC , then it will
be identified as an optimal solution and updated in OSA using
Algorithm 5.

In Algorithm 4, |O| represents the size of OSA. In lines 1-3,
if |O| is empty, then optimal solution z is added into the O and
size is incremented. The nearest solution zn to z is found in
O (line 5). In line 6, crowding distance is calculated among z
and zn, and if it comes to less than e = 0.01, then the fitness
of both solutions is compared. If the distance is greater than e,
the optimal solution is added to the archive O. MO represents
the maximum size of O, i.e., MO = 5× SP . After execution of
Algorithm 4, Algorithm 2 checks the size of PO (|PO|) (line
16). If |PO| is less than Sp, then IOA is set to empty. Again,
Algorithm 3 (CDE-IOA) will be used.

V. PERFORMANCE ANALYSIS

The proposed MLNet is implemented on 11th Gen Intel(R)
Core(TM) i5− 11600 @ 2.80GHz processor with 64GB
RAM. MATLAB 2021a software is used. The proposed model
is trained and tested on three benchmark datasets such as Her-
lev [42], SIPaKMeD [43], and Mendeley LBC [44] datasets.
For all datasets, 65% cell images are used for training, 15%
and 20% cell images are used for model validation and testing,

TABLE III
PARAMETER SETTINGS OF PSO

TABLE IV
PARAMETER SETTINGS OF DHDE

Fig. 2. Training and validation loss analyses of MLNet on Herlev
dataset.

respectively. To build more generalized models, Generative ad-
versarial network (GAN)-based data augmentation (refer [45])
is also used on the training dataset. PSO and DHDE parameter
settings are shown in Tables III and IV, respectively. Parameters
for PSO and DHDE are set based on the information provided
in [41] and [40], respectively.

A. Comparative Analysis Based on Herlev Dataset

Fig. 2 shows the training and validation loss analyses of ML-
Net on the Herlev dataset. It is found that MLNet convergences at
a good speed. Lesser difference between training and validation
lines indicates that MLNet does not suffer from the overfitting
problem. Overall the model achieves best training and validation
accuracy as 99.92% and 99.67%, respectively.

A confusion matrix analysis of MLNet on the Herlev dataset
is shown in Fig. 3. MLNet performs remarkably better on both
normal and infected samples. Based on a better balancing of
infected versus normal cases, MLNet yields better sensitivity
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Fig. 3. Training and validation loss analyses of MLNet on Herlev
dataset.

TABLE V
COMPARATIVE ANALYSIS BASED ON HERLEV DATASET

and specificity on the Herlev dataset. In total, MLNet achieves
99.36% accuracy.

Table V shows the comparative analysis among MLNet and
the existing cervical cancer classification techniques on the
Herlev dataset. It is found that each approach achieves remark-
able results. PSPM [12] achieved remarkable accuracy (Acc)
value as 99.7%. FCM [19] obtained better sensitivity (Sens.)/
recall (Rec) value as 99.85%. It is found that the proposed
MLNet achieves remarkable performance in terms of accuracy,
Specificity (Spec.), Sens./ Rec, precision (Pre) and F1-score (F1)
as 99.36%, 99.36%, 99.53%, 99.32%, and 99.28%, respectively.
Compared to PSPM [12] and FCM [19], MLNet achieves better
specificity, precision and F1-score. Bold values indicate the
higher performance.

B. Comparative Analysis Based on SIPaKMeD

Fig. 4 demonstrates the training and validation loss analyses of
MLNet on the SIPaKMeD dataset. MLNet converges at a better
speed. MLNet does not suffer from the overfitting problem since
there are lesser differences between training and validation lines.

Fig. 4. Training and validation loss analyses of MLNet on SIPaKMeD
dataset.

Fig. 5. Training and validation loss analyses of MLNet on SIPaKMeD
dataset.

The model achieves an overall accuracy of 99.98% and 99.76%
on the training and validation dataset, respectively.

In Fig. 5, the confusion matrix of MLNet on the SIPaKMeD
dataset is shown. MLNet obtains remarkable performance on
normal and infected samples. As a result of better balancing of
infected versus normal cases, MLNet shows higher sensitivity
and specificity on the SIPaKMeD dataset. MLNet achieves an
accuracy of 99.31% in total.

Table VI shows the comparative analysis among MLNet
and the existing cervical cancer classification techniques on
SIPaKMeD dataset. It is found that each technique achieved
remarkable results. VGG [24] achieved remarkable specificity
and F1-score values as 99.50% and 99.26%, respectively.
GCNN [15] obtained better F1-score value as 99.3%. In terms of
accuracy, specificity, sensitivity/recall, precision, and F1-score,
the proposed MLNet performs remarkably better with values
of 99.31%, 99.37%, 99.26%, 99.29%, and 99.24%. MLNet
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TABLE VI
COMPARATIVE ANALYSIS BASED ON SIPAKMED DATASET

TABLE VII
COMPARATIVE ANALYSIS BASED ON MENDELEY LBC

Fig. 6. Training and validation loss analyses of MLNet on Mendeley
LBC dataset.

achieves higher accuracy, specificity, and precision values than
GCNN [15] and ResNet50 [16].

C. Comparative Analysis Based on Mendeley LBC

Fig. 6 illustrates the training and validation losses of MLNet
on the Mendeley LBC dataset. The convergence rate of MLNet
is faster. Since there are fewer differences between training and
validation lines, MLNet does not suffer from the overfitting
problem. It achieves an accuracy of 100.00% and 99.76%,
respectively on training and validation datasets.

Fig. 7 represents the confusion matrix of MLNet on Mende-
ley’s LBC dataset. MLNet performs well on both infected and
normal samples. MLNet demonstrates a high level of sensitivity
and specificity on the Mendeley LBC dataset since it has a better
balance between infected and normal cases. A total of 99.36%
accuracy is achieved by MLNet.

Fig. 7. Training and validation loss analyses of MLNet on Mendeley
LBC dataset.

Comparative analysis of MLNet and existing cervical models
on Mendeley LBC dataset is shown in Table V. It demonstrates
that MLNet provides remarkable performances in terms of
accuracy, specificity, sensitivity/recall, precision, and F1-score,
at 99.76%, 99.87%, 99.57%, 99.68%, and 99.62%, respectively.

D. Discussion

MLNet successfully overcomes the over-fitting, parameter
tuning, and gradient vanishing problems. Since it solves the
hyper-parameter tuning problem of CNN by defining it as
a multi-objective problem. PSO is used to optimally define
CNN architecture and DHDE is utilized to optimize the hyper-
parameters of CNN layers. Thus, MLNet achieves better per-
formance than the competitive models. Since the majority of
competitive models used a trial and error approach to define
the architecture and respective hyper-parameters. The proposed
model is compared with some well-known existing cervical
cancer classification models by considering three different
datasets.

On the Herlev dataset, PSPM [12] achieved better results
among the competitive models in terms of accuracy, speci-
ficity, and sensitivity by 99.7%, 99.3%, and 99.8%, respectively.
These competitive models includes R-CNN [9], GAN [10],
LCNN [11], DU-Net [13], FCN [14], DeepCervix [17], Incep-
tionV3 [18], FCM [19], VGG [24], CNN [26], CNN-ELM [30],
and CNN-SVM [31]. Also, FCM [19] achieved significantly bet-
ter sensitivity than the competitive models including PSPM [12].
But PSPM [12] and FCM [19] only limited to specific classes
only. Whereas the proposed MLNet achieves better overall per-
formance in terms of accuracy, f-measure, sensitivity, specificity,
and precision by 1.6254%, 1.5178%, 1.5780%, 1.7145%, and
1.4890%, respectively.

For comparative analysis on SIPaKMeD dataset, various
competitive models are considered such as GCNN [15],
ResNet50 [16], EPDFE [22], CNN-F [23], VGG [24],
ResNet152 [25], and CNN [26]. Among these models, VGG [24]
achieved better performance in terms of accuracy, f-measure,
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TABLE VIII
COMPUTATIONAL SPEED ANALYSIS OF MLNET BY VARYING THE IMAGE SIZE

sensitivity, specificity, and precision by 97.80%, 99.50%,
98.10%, 99.26%, and 98.43, respectively. Whereas MLNet out-
performs every model in terms of performance metrics except
VGG [24] in terms of specificity. But overall in terms of other
performance metrics, the proposed model is significantly supe-
rior to VGG [24]. Overall, MLNet obtains better performance
on the SIPaKMeD dataset than the existing models in terms
of accuracy, f-measure, sensitivity, specificity, and precision by
2.1250%, 2.2455%, 1.9074%, 1.9258%, and 1.8975%, respec-
tively.

On Mendeley LBC, various models have been considered
such as EPDFE [22], CNN-F [23], CNN [26], and c-CNN [27].
Overall, MLNet achieves better performance on the Mendeley
LBC dataset in terms of accuracy, f-measure, sensitivity, speci-
ficity, and precision by 1.4680%, 1.5845%, 1.3582%, 1.3926%,
and 1.4125%, respectively.

By scaling the image sizes, the computational speed analy-
sis of MLNet is achieved (see Table VIII). The images have
been scaled to different sizes, including 256× 256, 512× 512,
1024× 1024, 2048× 2048, 4096× 4096, and 8192× 8192. It
is observed that MLNet can provide diagnosis results at a better
computational speed.

VI. CONCLUSION

We proposed a MLNet to overcome overfitting, parameter tun-
ing, and gradient vanishing problems with existing deep learning
models. A multi-objective problem was defined to optimize
the hyper-parameters of CNN. The architecture of CNN was
optimized by PSO. DHDE was then applied to optimize the
hyper-parameters of CNN layers. By concatenating the PSO’s
particle with the DHDE’s solution, optimal CNN configuration
was achieved. F-score was used to measure the performance of
CNN. MLNet was trained and validated on three benchmark
datasets. Performance analyses revealed that MLNet achieved
better performance on Herlev, SIPaKMeD, and Mendeley LBC
datasets in terms of accuracy, f-measure, sensitivity, specificity,
and precision. The proposed MLNet is not limited only to
cervical cancer diagnosis. In near future, the proposed MLNet
can be utilized for the classification of various computer vision
and biomedical problems. Besides one can use MLNet for other
kind of datasets such as audio, text, etc. by changing the CNN
layers including activation function.
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Abstract—With the advancement in artificial intelligence
(AI) based E-healthcare applications, the role of automated
diagnosis of various diseases has increased at a rapid rate.
However, most of the existing diagnosis models provide
results in a binary fashion such as whether the patient
is infected with a specific disease or not. But there are
many cases where it is required to provide suitable explana-
tory information such as the patient being infected from
a particular disease along with the infection rate. There-
fore, in this paper, to provide explanatory information to
the doctors and patients, an efficient deep ensemble med-
ical image captioning network (DCNet) is proposed. DC-
Net ensembles three well-known pre-trained models such
as VGG16, ResNet152V2, and DenseNet201. Ensembling of
these models achieves better results by preventing an over-
fitting problem. However, DCNet is sensitive to its control
parameters. Thus, to tune the control parameters, an evolv-
ing DCNet (EDC-Net) was proposed. Evolution process is
achieved using the self-adaptive parameter control-based
differential evolution (SAPCDE). Experimental results show
that EDC-Net can efficiently extract the potential features
of biomedical images. Comparative analysis shows that
on the Open-i dataset, EDC-Net outperforms the existing
models in terms of BLUE-1, BLUE-2, BLUE-3, BLUE-4, and
kappa statistics (KS) by 1.258%, 1.185%, 1.289%, 1.098%,
and 1.548%, respectively.

Index Terms—Medical, diagnosis, pre-trained models,
explanatory information.

I. INTRODUCTION

W ITH the advancement in artificial intelligence (AI)
based E-healthcare applications, the role of automated
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diagnosis of various diseases has increased at a rapid rate. Deep
learning models have recently been used by many researchers
to classify patients suffering from a particular disease. But
these models generally provide results in a binary fashion such
as whether the patient is infected from a specific disease or
not. However, there are many cases where it is required to
provide suitable information to the patients such as the patient
being infected with some disease with this much infection rate.
Therefore, these days many researchers have started utilizing
image captioning techniques to provide explanatory information
to doctors and patients.

Recently, semantic concepts were used to detect the captions
from the image. Image-caption pairs were used to train the con-
cept detector. However, it suffers from vocabulary discrepancy
and deficiency of required information [1]. To increase the accu-
racy of pathological information in diagnostic reports, Seman-
tic fusion networks (SFNet) were utilized [2]. Attention-based
models were also used in image captioning. The attention masks
were queried using hidden states of LSTM from image features.
It provided better image information for training deep sequential
networks. However, these models did not ensure that layers
significantly focused on regions of interest due to indirectly
supervised learning [3]. These problems were overcome by uti-
lizing differentiable neural networks to obtain the captions from
the images [4]. To describe the disease information in ultrasound
images, LSTM was used to decode the encoding vectors [5].

Most image captioning techniques are based on visual infor-
mation and rarely rely on semantic content. Therefore, it is also
needed to express the emotions of text descriptions for better
captioning. Yang et al. [6] made sentences using both emotional
and visual information by combining latent codes. The quality of
AI-generated diagnostic reports is equally important as the de-
velopment of models. However, [6] performs poorly for images
with poor visibility.

Babar et al. [7] proposed a new measure to evaluate the quality
of generated diagnostic reports. Convolutional neural network
(CNN) -based image captioning models can retain only a few
features of the original image. The image captioning DCNet
based on a recurrent neural network (RNN) suffers from a gra-
dient vanishing problem. The multimodal fusion method solved
these issues by using CNN and RNN into the same DCNet for
image captioning [8]. A semi-supervised deep generative DCNet
generated the description more naturally from images [9]. An
adaptive multimodal attention network was also designed to
produce better quality captioned images [10].
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Kavur et al. [11] utilized various ensemble models such
as majority voting, average com-biner, product combiner, and
min/max combiner. To prevent overfitting problems with deep
learning models, U-Net, deepmedic, V-Net, and dense V-
networks were ensembled to enhance the liver segmentation
from CT images.

However, it is found that the hyper-parameters selection of
the existing models was achieved using the trial-and-error basis.
Additionally, the designed model suffers from the over-fitting
and gradient vanishing problem. To overcome these problems,
an efficient EDC-Net model is designed.

The main contributions of this paper are as follows:
1) To provide explanatory information to the doctors and

patients, an efficient deep ensemble medical image cap-
tioning network (DCNet) is proposed.

2) The proposed DCNet ensembles three well-known pre-
trained models such as VGG16, ResNet152V2, and
DenseNet201.

3) To tune the control parameters, evolving DCNet (EDC-
Net) was proposed. The evolution process is achieved us-
ing the self-adaptive parameter control-based differential
evolution (SAPCDE)

4) By considering benchmark datasets, extensive experi-
ments are conducted.

The remainder of the paper is organized as follows: Section II
describes related work. Section III provides a mathematical
formulation of EDC-Net. Section IV presents the comparative
analysis. Section V concludes the paper.

II. RELATED WORK

Yu et al. [12] used order embedding to caption the topic-
oriented image. A convolutional neural network (CNN)-based
classifier is used to select the topics for images from candidates.
Wang et al. [13] captioned the images using a recurrent memory
network (RMN). In training, topic words were recorded from
a topic repository. After that, the image was tested using the
retrieval method for the generation of a topic word. Finally, the
sentence was generated through a recurrent memory network
by incorporating the retrieved topic words. Zhang et al. [1]
proposed an image captioning DCNet using missing concepts
mining and online positive recall. The suitable captions were au-
tomatically generated using the element-wise selection method.
Zhang et al. [3] captioned the images using the visual aligning
attention DCNet (VAA). The visual aligning loss was designed to
optimize the attention layer in the training stage. The non-visual
words were filtered out using visual vocab to minimize their
effect on the attention layer. Zhou et al. [14] enhanced single-
phase image captioning using a saliency-enhanced re-captioning
model. In this, two-phase learning was applied to get better
results. In the first phase, semantic and visual saliency cues were
extracted from the model. In the second phase, cues were fused
for the self-boosting of the model. Zhao et al. [15] captioned
the images using DCNet adaption and cross-modal retrieval in
cross-domain. Firstly, the source domain was used to pre-train
the cross-modal and then utilized in the target domain to extract

the initial image-sentence pairs. These pairs were further reefed
using a retrieval model. Yang et al. [16] proposed cross-domain
image captioning using Multitask learning (ML). Textual expla-
nations of the images were generated using CNN-LSTM. Images
were synthesized using a Conditional generative adversarial
network (C-GAN) based on generated text descriptions. Hoxha
et al. [17] captioned the images using CNN and Recurrent neu-
ral network (RNN). Firstly, visual features were extracted and
translated into a textual explanation. Secondly, embedding tech-
niques were used to convert the textual explanation into feature
vectors. Finally, similar images were retrieved by calculating
the similarity between vectors of textual explanation and archive
images. Huang et al. [18] utilized a Multimodal attribute detector
(MAD) and Subsequent attribute predictor (SAP) to improve the
performance of image captioning. MAD used image features as
well as word embedding to improve attribute detection accuracy.
A concise attribute was predicted with SAP every time to reduce
the diversity of image attributes. Yang et al. [19] proposed
a Dual generator generative adversarial network (DGGAN)
based image captioning model. This technique ensembled the
generation-based and retrieval-based image captioning models.
Yuan et al. [20] captioned the images using multi-label at-
tribute graph convolution and multi-level attention. The attention
module focused on both specific spatial and scale features.
For image captioning, attribute features were learned using the
attribute graph convolution module. Huang et al. [21] utilized the
Denoising-based multi-scale feature fusion (DMSFF) technique
to caption the images. Monay et al. [22] captioned the images
using the probabilistic latent semantic analysis (PLSA) model.
The textual and visual modalities are assumed equally by an
expectation-maximization algorithm. Yu et al. [23] proposed
an image captioning DCNet using Multimodal Transformer
(MT) model. Multi-view visual features were also introduced
to improve the performance. Xian et al. [24] used multimodal
LSTM to caption the images. Amirian et al. [25] proposed a deep
learning-based image captioning model. Li et al. [26] designed
an efficient image captioning model that can be used to extract
potential information from digital images. It has shown effective
performance over competitive models. But this model suffers
from the over-fitting issue.

Park et al. [27] designed a multi-difference average pool-
ing LSTM (mDiAP-LSTM)-based medical image captioning
model. The most appropriate method for capturing the differ-
ences was determined through a study of feature representa-
tion methods. Hou et al. proposed an efficient Full-adversarial
reinforcement learning (Full-ARL) model for medical image
captioning. Li et al. [28] designed an efficient knowledge-driven
encode, retrieve, paraphrase (KERP) model to obtain better med-
ical image captions. It decomposes captions into explicit disease-
related abnormality graphs, which were then analyzed using nat-
ural language modeling. Hou et al. [29]. An overall score based
on accuracy and fluency was provided by two additional discrim-
inators as the evaluator. A report generator was implemented,
which produces discrete sequences of words based on decision
probabilities, as opposed to generative adversarial networks
(GANs) used in image generation. Furthermore, it prevented

Authorized licensed use limited to: Kwangju Institute of Science and Technology. Downloaded on January 08,2024 at 08:55:33 UTC from IEEE Xplore.  Restrictions apply. 



1018 IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 27, NO. 2, FEBRUARY 2023

Fig. 1. Proposed ensemble deep transfer network with gated recurrent unit.

the gradients from being transmitted between discriminators and
generators.

Wang et al. [30] designed an efficient relational-topic re-
trieval and generation framework (R-paraNet). Reports incor-
porated semantically consistent medical terms and encourage
the generation of sentences for rare abnormal descriptions. Li
et al. [31] designed a hybrid retrieval-generation reinforced
agent (HRGR-Agent) that integrated retrieval-based strategies
with sophisticated learning techniques to provide robust im-
age captions. Hierarchical decision-making was employed by
HRGR-Agent. To obtain a caption, a low-level generation mod-
ule invoked either a high-level retrieval policy or a high-level
retrieval policy module. Reinforcement learning guided the
HRGR-Agent’s updates via rewards at the word and sentence
levels. Jing et al. [32] designed a multitask learning model
that predicted tags and paragraphs simultaneously. It utilized
co-attention to locate abnormal regions and generate narrations
for them. The hierarchical LSTM (HLSTM) was proposed for
generating long paragraphs.

It is observed that the existing models suffer from hyper-
parameters tuning problems. Moreover, the designed model
exhibits over-fitting and gradient vanishing problems.

III. PROPOSED MODEL

This section discusses the proposed medical image captioning
model.

A. Ensemble Deep Transfer Model

An ensemble deep transfer network (DCNet) is proposed.
VGG16 [33], ResNet152V2 [34], and DenseNet201 [35] models

have been used to develop the proposed model. Fig. 1 shows the
EDC-Net with a gated recurrent unit. Ensembling of models
provides better results by preventing over-fitting [36], [37]. It
also enhances the extraction of features and performance of
supervised models [38], [39]. Fig. 1 demonstrates the proposed
ensemble deep transfer model. 128 neurons have been utilized
for input dense layer [40]. VGG16 [33], ResNet152V2 [34], and
DenseNet201 [35] models are used to obtain potential features.
These models have been trained using 20 epochs with a batch
size of 8. Fully connected layers [41] having size 128 neurons
along with dropouts of 0.2 and 0.25, respectively have been
utilized to prevent memorization problems with the competitive
models. lr = 0.001 has been utilized as learning rate.

B. Gated Recurrent Unit

Cho et al. [42] designed gated recurrent unit (GRU). GRU
allows every recurrent unit to dynamically obtain dependencies
of different time scales. Similar to LSTM, GRU has gating units
that modulate the knowledge flow within the unit, but, without
utilizing any additional memory cells.

Activation (αk
n) of GRU at time t is a linear interpolation

among candidate activation (α̃k
n) and succeeding activation

(αk
t−1). αk

n can be computed as:

αk
n = (1− βk

n)α
k
t−1 + βk

nα̃
k
n, (1)

Here, update gate (βk
n) monitors and controls the activation. An

update gate can be evaluated as:

βk
n = σ (Wzγn + Uzαt−1)

k . (2)
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Here, Wrγn represents the weighted matrix. GRU is unable
to limit the degree to which its state is exposed. However, it can
expose the whole state during every iteration.

A candidate activation (α̃k
n) can be computed [43] as:

α̃k
n = tanh (Wrγn + U (rn � αt−1))

k (3)

Here, � shows an element-wise multiplication. rn contains a
group of reset gates.

When rkn approaches 0, the reset gate can efficiently develop
a unit act as if it is utilizing the first symbol of the input sequence
by forgetting the earlier evaluated state.

Reset gate (rkn) can be evaluated according to the update gate
as:

rkn = σ (Wrγn + Urαt−1)
k . (4)

C. Adaptive Differential Evolution

The proposed DCNet suffers from the hyper-parameters tun-
ing issue. Therefore, in this paper, a differential evolution variant
is used to evolve the proposed model. Bilingual Evaluation Un-
derstudy (BLUE) [44] is used as an objective function. Differen-
tial evolution (DE) is used in various fields due to its advantages
such as strong robustness, good performance, and simple struc-
ture to solve optimization problems. The performance of DE
mainly depends on the selection of control parameters (crossover
rate CR, scale factor F , and population size NZ) and trial
vector generation strategy (crossover and mutation). According
to the problem nature, these parameters should be selected for
better optimization results. The setting of these parameters is a
challenging task for any problem. The solution to this problem
is given by Cui et al. [45] by proposing self-adaptive parameter
control-based DE (SAPCDE). It is based on the idea that good
parameters should be propagated from generation to generation
and the bad parameters should learn from the good parameters.
In SAPCDE, two populations are utilized i.e., the solution
population and the parameter population. Every solution has its
control parameters. Parameter population is also evolved with
each generation. SAPCDE is a combination of basic DE and
parameter self-adaptation control methods.

Lets suppose that initial parameter population for DCNet
is represented as C0 = {C0

1 , C
0
2 , . . . , C

0
NZ} with C0

i = {F 0
i,1,

CR0
i,2}, where NZ denotes the population size. The initial

solution population is represented as S0 = {S0
1 , S

0
2 , . . . , S

0
NZ}

with S0
i = {s0i,1, s0i,2, . . . , s0i,D}, where D represents the num-

ber of variables. Gn represents the number of generations. The
parameter population evolved in the same way as the solution
population in DE. Initially, parameter population is generated
uniformly and randomly between [0, 0] and [1, 1]. Thereafter, for
each individual CGn

i , mutation parameter (V CGn
i ) is generated

using mutation operator such as

V CGn
i = CGn

r1 + CF · (CGn
r2 − CGn

r3 ) (5)

V CGn
i = CGn

r1 + CF · (SCGn

k − CGn
r2 ) (6)

Here, Cr1, Cr2, and Cr3 are selected from parameter population
randomly. SCGn

k denotes a good parameter that is selected

randomly. Next, the trailing parameter (TCGn
i ) is generated

using crossover operator such as

TCGn
i =

{
V CGn

i,j , if (randi,j ≤ CCR or j == jrand)

CGn
i,j , Otherwise

(7)
where j = {1, 2} and i = {1, 2, . . . , NZ}. randi,j ∈ [0, 1] rep-
resents the uniform random number. NCR ∈ [0, 1] denotes the
new CR. Lastly, the selection operator is applied to select the
good parameter for the next generation. In SAPCDE, good
parameter individualCGn

i is one which helps theSGn
i to produce

better offspring TSGn
i . Otherwise, CGn

i is considered as a bad
control parameter. The selection operator for a good parameter
is defined as

if CGn
i is a good parameter

C
Gn+1

i =

{
CGn

i , if rand(0, 1) < λ1

TC
Gn+1

i , Otherwise
(8)

else

C
Gn+1

i =

{
TC

Gn+1

i , if rand(0, 1) < λ2

CGn
i , Otherwise

(9)

where λ1 and λ2 control the values of parameters to explore the
new values and keep the previous values. The basic working
of SAPCDE is illustrated in Algorithm 1. Initially, solution
and parameter populations are generated in line 1 and line 2,
respectively. In line 3, number of generation (Gn) is initialized
to 1. Feval represents the number of function evaluations. Line 5
represents the termination condition of the algorithm whenFeval

reaches Fmax. GP stores the good parameter individuals (line
6). It is initialized with 0. The solution population is evolved
through lines 7 to 16. In line 7, the mutation operator is applied
to generate a mutant vector (SV Gn

i ) using parameter individual
CGn

i such as

SV Gn
i = SGn

r1 + FGn
i,1 · (SGn

r2 − SGn
r3 ) (10)

where Sr1, Sr2, and Sr3 are randomly selected from solution
population. FGn

i,1 ∈ CGn
i represents the scale factor. In line 8,

crossover operator is applied to obtain a trial vector (TSGn
i )

using CiGn such as

TSGn
i =

{
SV Gn

i,j , if (randi,j ≤ CRi,2 or j == jrand)

SGn
i,j , Otherwise

(11)
where CRi,2 ∈ CGn

i and i = {1, 2, . . . , NZ}. A selection op-
erator is applied to select the best solution (lines 10–15). If
fitness of TSGn

i is better than SGn
i , the corresponding CGn

i

is considered as a good parameter individual and flagged as 1
(i.e., val = 1) (line 11). It is also added in the GP in line 12. If
CGn

i is a bad parameter, then it is flagged as 0 (line 14). Next, the
parameter population is evolved using mutation, crossover, and
selection operators (lines 17–37). If GP = 0 at any Gn, then
bad parameters are initialized randomly (line 31) to explore the
new values.
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Algorithm 1: Self-Adaptive Parameter Control-Based Dif-
ferential Evolution for Evolving Ensemble Model.

IV. PERFORMANCE ANALYSIS

In this paper, a dataset is obtained from Open-i [46]. It
contains chest X-ray images and radiology text reports. Each
image is paired with respective captions. 7,471 chest X-ray
images are available with frontal and lateral views of given
patients. Additionally, VGG16 [33], ResNet152V2 [34], and
DenseNet201 [35] models are also ensembled using major-
ity voting (MV), min, and max combiner. These models are

Fig. 2. Training and validation loss analysis of VGG16.

Fig. 3. Training and validation loss analysis of ResNet152V2.

renamed as MVE_1, Min_4, and Max_5, respectively. Also,
inspired from [47], during the evolution phase, validation data is
used to evaluate the performance of EDC-Net. The final trained
EDC-Net is then tested on the training dataset.

A. Training and Validation Loss Analysis

This section discusses the training and validation analysis
using the loss curves. Fig. 2 shows the training and validation
loss analysis of VGG16 with respect to a number of epochs. It is
found that the VGG16 achieves the best training and validation
loss values as 0.7387 and 1.3481, respectively. It shows that there
is an impact of over-fitting too.

Fig. 3 demonstrates the training and validation loss analysis
of ResNet152V2. It is found that RESNET152 V achieves the
best training and validation loss values of 0.6297 and 1.1726,
respectively. It shows that there is an impact of over-fitting. But
it shows better performance than VGG-16. Fig. 4 shows the
training and validation loss analysis of DenseNet201. It is found
that the best training and validation loss values are 0.3207 and
0.5218, respectively), thus DenseNet201 is least affected by the
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Fig. 4. Training and validation loss analysis of DenseNet201.

Fig. 5. Training and validation loss analysis of the proposed EDC-Net.

over-fitting problem. But still, there is room for improvement
in the convergence curve. Fig. 5 demonstrates the training and
validation loss analysis of EDC-Net. It is found that EDC-Net
approaches toward minimum possible training loss. Also, there
is a lesser difference between best training and validation loss
values, (i.e., 0.2189 and 0.4368, respectively), thus EDC-Net is
least affected by the over-fitting problem.

B. Visual Analysis

Fig. 6 shows the correctly obtained captions. It is found that
the predicted captions are identical to the actual captions. So,
for such captions, we received a maximum BLUE score. Since
we have considered it as a classification problem, therefore, it
represents the truly predicted class too. It clearly shows that
EDC-Net can effectively provide captions for medical images.

Fig. 7 demonstrates the incorrectly obtained captions. It is
found that the predicted captions are far away from the ac-
tual captions. So, for such captions, we received a minimum
BLUE score. Since we have considered it as a classification
problem, therefore, it represents the falsely predicted class

Fig. 6. Correctly classified captions.

TABLE I
BLUE SCORE AND KAPPA STATISTICS (KS) ANALYSIS OF THE EDC-NET

too. It clearly shows that in certain cases when the visibility
of the images is poor then EDC-Net fails to provide correct
captions.

C. Quantitative Analysis

This section discusses the performance analyses using the
confusion matrix. Fig. 8 shows the confusion matrix obtained
from the VGG16 on the medical image captioning dataset. It is
found that the VGG16 achieves93.5% accuracy. Fig. 9 shows the
confusion matrix obtained from the ResNet152V2 on the medi-
cal image captioning dataset. It is found that the ResNet152V2
achieves 94.8% accuracy. Fig. 10 shows the confusion matrix
obtained from the DenseNet201 on the medical image caption-
ing dataset. It is found that the DenseNet201 achieves 95.4%
accuracy. Fig. 11 shows the confusion matrix obtained from
EDC-Net on the medical image captioning dataset. It is found
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Fig. 7. Incorrectly classified captions.

Fig. 8. Confusion matrix analysis of VGG16 on medical image cap-
tioning dataset.

that EDC-Net achieves 97.4% accuracy. Thus, EDC-Net out-
performs the competitive models with an average improvement
of 2.0%.

D. Discussion

Table I shows the BLUE score [44] analysis of EDC-
Net. Comparisons are drawn between the proposed and the

Fig. 9. Confusion matrix analysis of ResNet152V2 on medical image
captioning dataset.

Fig. 10. Confusion matrix analysis of DenseNet201 on medical image
captioning dataset.

competitive models such as RMN [13], VGG16 [33], CNN-
RNN [7], DMSFF 9057472, DGGAN [19], ResNet152V2 [34],
and DenseNet201 [35] using BLUE scores [44] and kappa
statistics (KS) [48], [49]. It is found that DenseNet201 [35]
achieved the highest BLUE-1 as 0.574 as compared to the other
competitive models. DGGAN [19] and VGG16 [33] models
have achieved highest BLUE-2 values as 0.365 and 0.364,
respectively. ResNet152V2 [34] achieved highest BLUE-3 value
as 0.56 than the existing models. DenseNet201 [35]. Ensemble-
based models, i.e., MVE_1, Min_4, and Max_5 achieved better
results than most of the existing models. Out of these models,
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Fig. 11. Confusion matrix analysis of EDC-Net on medical image
captioning dataset.

Fig. 12. ANOVA table of BLUE-1.

Fig. 13. ANOVA table of BLUE-2.

Fig. 14. ANOVA table of BLUE-3.

MVE_1 outperformed the Min_4 and Max_5. In terms of KS,
DGGAN achieved remarkable performance over the existing
models. From Table I, it is found that EDC-Net outperforms the
existing models by achieving higher values of BLUE scores.
Bold values indicate higher performance. It is found that the
proposed EDC-Net outperforms the existing models in terms

Fig. 15. ANOVA table of BLUE-4.

Fig. 16. ANOVA table of kappa statistics (KS).

TABLE II
COMPARATIVE ANALYSIS OF EDC-NET WITH THE STATE-OF-THE-ART

MODELS

of BLUE-1, BLUE-2, BLUE-3, BLUE-4, and KS by 1.258%,
1.185%, 1.289%, 1.098%, and 1.548%, respectively. Also, ad-
ditional ANOVA analyses are performed on each performance
metric which has shown that the EDC-Net significantly outper-
forms the competitive models.

For statistical analysis, ANOVA is used. Each performance
metric has the following hypotheses:

{
H0 μM1 = μM2 = · · ·· = μM11,
HA Means are not equal.

(12)

Here, Null and alternate hypotheses are defined by H0 and HA,
respectively. μMi represents EDC-Net and the existing image
captioning models. M11 depicts EDC-Net. The ANOVA table
contains degrees of freedom, a sum of squares, the mean sum
of squares, F-statistics (FV ), and P-value (p). If p value of FV

falls below the significance level, we will reject H0 and state
that there is a significant difference between the models. For all
the metrics analysis presented in Table I, HA is accepted (see
Figs. 12–16). It shows that there is a significant difference in
performance between different models.

Table II shows the comparative analysis between the EDC-Net
and state-of-the-art models on IU X-RAY [50]. It is found that
EDC-Net outperforms the state-of-the-art models in terms of
BLUE-1, BLUE-2, BLUE-3, and BLUE-4 by 1.357%, 1.249%,
1.115%, and 1.031%, respectively.
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V. CONCLUSION

To provide explanatory information to the doctors and pa-
tients, an efficient deep ensemble medical image captioning
network (DCNet) was proposed. DCNet has ensembled three
well-known pre-trained models such as VGG16, ResNet152V2,
and DenseNet201. Ensembling of these models has shown better
results by preventing over-fitting. DCNet can efficiently extract
the potential features of biomedical images, but it is sensitive
to its control parameters. Therefore, to tune the control pa-
rameters, evolving DCNet (EDC-Net) was proposed. Evolution
was achieved using the self-adaptive parameter control-based
differential evolution. Comparative analysis has shown that
EDC-Net achieves higher performance than the existing mod-
els to provide explanatory information for biomedical images.
Comparative analysis has shown that EDC-Net achieves 97.4%
accuracy. According to the results obtained using Open-i dataset,
the proposed EDC-Net outperformed the existing models in
terms of BLUE-1, BLUE-2, BLUE-3, BLUE-4, and KS by
1.258%, 1.185%, 1.289%, 1.098%, and 1.548%, respectively.
Additionally, the EDC-Net model outperformed the state-of-
the-art models on IU X-RAY dataset in terms of BLUE-1,
BLUE-2, BLUE-3, and BLUE-4 by 1.357%, 1.249%, 1.115%,
and 1.031%, respectively.

In the near future, to handle the poor visibility, noise, poor
registration, etc. kind of problems with medical images, we
will integrate various preprocessing techniques such as image
filtering, image registration, visibility restoration, etc. with the
proposed EDC-Net. Since preprocessing techniques may reduce
the performance of EDC-Net, therefore, a novel selective pre-
processing model will be designed which will decide whether
preprocessing is required or not. If preprocessing is required then
which operation(s) should be applied on the given image(s).

Data Availability Statement: The data collected during the
data collection phase are available from the corresponding au-
thors upon request.

Conflicts of Interest: The authors would like to confirm there
are no conflicts of interest regarding the study.
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ABSTRACT Background: Artificial intelligence techniques are widely used in solving medical problems.
Recently, researchers have used various deep learning techniques for the severity classification of Chikun-
gunya disease. But these techniques suffer from overfitting and hyper-parameters tuning problems. Methods:
In this paper, an artificial intelligence-based cyber-physical system (CPS) is proposed for the severity classi-
fication of Chikungunya disease. In CPS system, the physical components are integrated with computational
algorithms to provide better results. Random forest (RF) is used to design the severity classification model for
Chikungunya disease. However, RF suffers from overfitting and poor computational speed problems due to
complex architectures and large amounts of connection weights. Therefore, an evolving RFmodel is proposed
using the adaptive crossover-based genetic algorithm (ACGA). Results: ACGA can efficiently optimize the
architecture of RF to achieve better results with better computational speed. Extensive experiments are
performed by utilizing the Chikungunya disease dataset. Conclusion: Performance analysis demonstrates
that ACGA-RF achieves higher performance as compared to the competitive models in terms of F-measure,
accuracy, sensitivity, and specificity. The proposed CPS system can prevent users from visiting hospitals and
can render services to patients living far away from hospitals.

INDEX TERMS Artificial intelligence, cyber-physical system, automated diagnosis, Chikungunya disease,
random forest, adaptive crossover, genetic algorithm, severity classification.

Clinical translation statement: The proposed model can be utilized for the severity classification of
Chikungunya disease. The research findings are impactful as the proposed model can prevent users from
visiting hospitals and can render services to patients living far away from hospitals.

I. INTRODUCTION
The Healthcare system plays a vital role in the development
of any nation. Government is responsible to design proper
healthcare policies to protect their citizens from any outbreak
of diseases [1]. Hence, the outbreak of any new disease
such as coronavirus is a major challenge for the healthcare
system. Several viruses exist that can affect both animals and
human beings. Chikungunya is one of the viruses that can
be spread very rapidly and may create a big problem for
the health system. Two basic types of infected mosquitoes

i.e., Aedes albopictis and Aedes agypti transmit this virus
in the human body [2]. The symptoms of Chikungunya
are joint pain, sudden high fever, and rash. Some infected
persons have headaches, fatigue, digestive complaints, and
conjunctivitis [3]. The symptoms of Chikungunya are very
similar to dengue because the same mosquito carries both
viruses [4]. But in Chikungunya, joint pain is more severe
as well as redness of the eyes. The symptoms of sore throat
are different from dengue infection. Chikungunya may not
cause death. As per literature, it is found that the patient
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recovers within a week of this disease [5]. But, the joint pain
may last for a few months. The doctors start the treatment
by perceiving the symptoms of patients. However, the exact
measurement of these symptoms is not possible. Therefore,
the treatment of patients may not be effective.

Instead of symptoms found in the patients, reverse
transcription-polymerase chain reaction (RT-PCR) and sero-
logical tests are used to diagnose Chikungunya. Both tests
require blood samples of patients [6]. However, these tests
are unable to provide reliable performance for this disease.
Supervised learning techniques such as machine learning and
deep learning can be used to evaluate the severity of this dis-
ease by considering the symptoms of patients and laboratory
tests [7]. The severity classification of Chikungunya infected
persons is still an ill-posed problem.

In [8], a fog-based framework for Chikungunya dis-
ease diagnosis was designed. J48 was utilized to classify
Chikungunya infected patients. In [9], wearable internet of
things (IoT) and fog-based framework for classification and
controlling the Chikungunya disease was proposed. Fuzzy-
C means (FCM) classifier was utilized for Chikungunya
classification. But J48 [8] and FCM [9] suffer from over-
fitting and hyper-parameters tuning problems. In [10], a par-
ticle swarm optimization-based ANFIS (PANFIS) model was
implemented for the diagnosis of Chikungunya disease. Ini-
tially, an adaptive neuro-fuzzy inference system (ANFIS)
classifier was used to classify the infected patients. There-
after, particle swarm optimization (PSO) was utilized to over-
come the parameter tuning problem with ANFIS. It achieved
remarkable results compared to artificial neural networks
(ANN). But, PANFIS [10], [11] suffers from the over-fitting
problem. Also, sometimes PSO may be stuck in local optima
and suffers from premature convergence problems [12], [13].

Therefore, to overcome the over-fitting and hyper-
parameters tuning problems, an efficient evolving Random
forest (RF) model is proposed for the severity classification
of Chikungunya disease. The main contributions of this paper
are as follows:

1) A cyber-physical system (CPS) based severity classi-
fication model is proposed for Chikungunya disease.
In CPS system, the physical components are inte-
grated with computational algorithms to attain better
results.

2) Evolving RF model is proposed for severity classifica-
tion of Chikungunya disease. An adaptive crossover-
based genetic algorithm (ACGA) is utilized to evolve
RF model.

3) Deep learning model is also implemented and com-
pared with ACGA-RF for severity classification of
Chikungunya disease.

The remainder of this paper is organized as follows.
Section II presents the related work. The proposed ACGA-
RF model is described in Section III. Performance analyses
are presented in Section IV. The concluding remarks are
discussed in Section V.

II. RELATED WORK
Artificial intelligence techniques are widely used in solv-
ing medical problems. Recently, researchers used machine
learning techniques for the classification of Chikungunya
disease. Hossain et al. [5] utilized the different symptoms of
patients for the accurate assessment of Chikungunya dis-
ease. Their proposed framework collected the data from the
interviews of patients. They used a belief-based rule sys-
tem for predicting the level of Chikungunya. Their model
attained an accuracy of 92%. Yang [14] developed a deci-
sion system for the diagnosis of Chikungunya disease. The
neural network was used for classification by consider-
ing the uncertainty of the disease’s symptoms. However,
the uncertainty of some symptoms is not considered in
this approach. Ganesan et al. [15] presented three different
models to diagnose the Chikungunya disease. However,
these models require human intervention for the assess-
ment of this disease. Caicedo-Torres et al. [16] proposed
a machine learning-based classifier for differentiating the
dengue and Chikungunya patients. Their classifier was tested
on 447 patients. The logistic regression model outperformed
the other models. The accuracy obtained from logistic regres-
sion was 87%.

Ibrahim et al. [17] presented the backpropagation method
for predicting the epidemic disease. They used epidemic
disease factors for prediction. Thereafter, these factors were
applied to the clustering technique. Their method is capable
to identify the epidemic disease using feature classification.
Coelho et al. [18] used a transfer learning model for predict-
ingmosquito-borne diseases. They used time-series data from
two Brazilian cities. Both the long short-term memory neural
network model and random quantile forest model provided
the same prediction performance. Caicedo-Torres et al. [19]
utilized the machine learning techniques for envisaging the
morbidity of Chikungunya in Colombia. Kernel ridge regres-
sion was used for forecasting the Chikungunya cases. Cross-
validation and mean absolute error were used.

Sippy et al. [20] developed two prediction models on the
Machala dataset. The first model namely the severity index
for suspected arbovirus model (SISA) that utilized demo-
graphic data. Another model namely the severity index for
suspected arbovirus (SISA1) with laboratory utilized the lab-
oratory data. The accuracies obtained from SISA and SISAl
were 91% and 95%, respectively. Both models are capable to
envisage arbovirus hospitalization.

Shimpi et al. [21] used a backpropagation algorithm to
predict the Chikungunya disease. Five gradient-based opti-
mization techniques were used. The pre-processed features
were applied to the backpropagation algorithm for classifi-
cation. The accuracy obtained from this model was 95%.
However, a small dataset was used for validation purposes.
Eng et al. [22] used machine learning techniques for predict-
ing the binding affinity of T-cell epitopes of Chikungunya.
They built prediction models for identifying binders and non-
binder. This model will be helpful for vaccine development.
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FIGURE 1. Proposed ACGA-RF model based Chikungunya severity
classification model.

From the existing literature, it is found that the majority
of the existing models suffer from hyper-parameters tuning,
(i.e., optimization of initial control parameters), over-fitting
and data insensitivity problems [23], [24]. Hence, there is a
need to develop an efficient model for severity classification
for Chikungunya disease.

III. PROPOSED FRAMEWORK
Motivated from [8], [10], an efficient model is pro-
posed in this paper for diagnosis of Chikungunya disease.
Figure 1 shows the proposed artificial intelligence-
based cyber-physical system (CPS) for the diagnosis of
Chikungunya disease. There are two main components in
the proposed model, i.e., physical space and cyberspace.
In physical space. the data related to users’ health is collected
and forwarded to cyberspace for predicting the severity of the
Chikungunya virus [25], [26]. In cyberspace, there are two
sub-layers, i.e., the cloud subsystem layer and data classifica-
tion layer [27], [28]. In the cloud subsystem layer, data and the
proposed trained model are stored. At the data classification
layer, the severity prediction of the Chikungunya virus is done
in real-time by applying the proposed ACGA-RF model after
extracting the potential features. Finally, doctors are involved
for further assessment of the results.

A. PHYSICAL SPACE
In physical space, there is a data acquisition layer that collects
users’ personal data, symptoms related to Chikungunya, and
records of initial screening with the help of sensors.

The Chikungunya dataset is obtained from [8] and [9].
Sood and Mahajan [8] and [9] built the dataset by taking
the symptoms-based dataset from [29] that contains eleven
health features, i.e., abdominal pain, muscle pain, bleeding
disorder, fatigue, eyes pain, itching, nausea, sore throat, joint
pain, skin rash, and fever, of 2367 patients. Dataset with
5032 cases comprising environmental variables was taken
from [30] and [31]. Monthly climate variables, i.e., rainfall,
temperature, and humidity, were taken from [32]–[34]. The
symptoms-based data was combined with climate and envi-
ronmental features to validate ACGA-RF (for further details
refer to [8] and [9]).

TABLE 1. Data attributes related to Chikungunya virus.

Table 1 shows the common features of Chikungunya virus.
It contains several sensing devices to observe the health of
patients. The observed information is then transferred to the
data classification layer to classify the health of a particular
client. The description of the dataset is mentioned in Table 1
(refer [8], [10]).

1) User Personal Data: This comprises the user’s personal
data. GPS sensors are used to collect data such as UID,
name, age, address, and mobile number.

2) Health-related Data: This set consists of vital signs.
It provides information related to rashes on the skin,
muscle pain, appetite loss, joint pain, fever, redness
in the eyes, headache, nausea, sore throat, fatigue,
and vomiting. Biosensors are used to collect this
information.

3) Environmental and location Information: It provides
the position of patients, susceptible users, uninfected
users, and positions of mosquito dense areas, water
quality, humidity, and mosquito breeding sites. These
positions are evaluated by Global Positioning Sys-
tem (GPS) sensors to obtain the travel history of every
patient. Radio Frequency Identification (RFID) tags
and mosquito sensors are also utilized to store the prox-
imity interactions between infected/uninfected/ suscep-
tible users, mosquito densities, and breeding sites.

Table 2 depicts the personal-parameters of registered users.
It presents a brief description of the user’s personal parame-
ters such as name, age, gender, address, mobile number, and
contact details of guardians (refer [8], [10]). Table 3 shows
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TABLE 2. Chikungunya’s user personal-parameters.

TABLE 3. Chikungunya symptoms related-dataset.

Chikungunya symptoms such as headache, exposure to the
risky area, nausea, fever, rash, vomiting, etc.

B. CYBER SPACE
Cyberspace is comprised of two sub-layers, i.e., the cloud
subsystem layer and the data classification layer. The detail
of registered users and the proposed trained model is stored
in cloud subsystem layers. Whereas, at the data classifi-
cation layer, diagnosis of the Chikungunya virus is done
by applying ACGA-RF to the potential features. Also,
RF-based model is used as it has the abilities of gener-
alization, learning, fault tolerance, and adoption. However,
RF model is sensitive to its control parameters. An efficient
tuning of these control parameters can improve the perfor-
mance of RF. Therefore, to automatically optimize control
parameters of RF, an ACGA-RF model is proposed. Finally,
the predicted severity report of a patient is transmitted to
doctors for further treatment.

IV. PROPOSED EVOLVING RANDOM FOREST MODEL
This section discusses the proposed evolving random forest
model. Initially, RF model is briefly discussed to under-
stand its basic notations and hyper-parameters. Random for-
est (RF) is an ensemble of classification/regression trees [35],
where every tree shows a mapping from feature space to the
response. Trees can be obtained either using a subsampled
data set of actual data or bootstrapped. Every tree is con-
ditionally independent of one another. However, RF model
is sensitive to its architecture and hyper-parameters. Thus,
an adaptive crossover genetic algorithm (ACGA) is uti-
lized to obtain the optimized architecture and hyper-
parameters of RF.

In literature, genetic algorithm is widely accepted to
optimize various classifiers such as deep learning models
[23], [36]. Genetic algorithms utilize crossover and mutation
operators during evolution phases to obtain the final solution.
It has been found that the selection of efficient crossover
and mutation operators is a challenging problem. To effi-
ciently select crossover operator(s), Xue et al. [37] proposed
an adaptive crossover genetic algorithm (ACGA). A group of
crossover operators was utilized during the evolution process.
Based on the performance of crossover operators, roulette
wheel selection was utilized to select a specific crossover.
In this paper, ACGA [37] is utilized to form evolv-
ing RF model. Three different crossover operators are
used. The working of the proposed ACGA-RF is depicted
in Algorithm 1.

init_P(): Population P is created using normal distribution
by creatingM vectors. Each vector represents the architecture
and hyper-parameters-related values of RF.

init_A(): Adaptive crossover selector (AS ) is utilized by
assigning probabilities to each crossover as 1/C . C shows a
number of utilized crossovers.

init_R(): Given crossover is selected according to roulette
wheel selection and probabilities obtained from AS .
init_C():Apply selected crossover on parents’ offspring to

form child offsprings.
init_M(): Mutation operator is utilized to obtain child

offspring. Compute child offsprings are saved in the offspring
population(Pδ).

init_CA(): Dominated offsprings are then evaluated by
using the actual and child offsprings. The respective out-
comes are saved in rW and pL. Pδ is computed during
M/2th step.

init_S(): Crowded distance [38] and Non-dominated sort-
ing [39] are used to obtain M solutions from R (P ∪ Pδ).
init_D(): To allocate reward/ penalty to selected off-

springs, dominance comparison is utilized.
Penalty and reward of offsprings is saved in nPIT×C and

nRIT×C , respectively. After IT number of phases, AS is
updated by considering nPIT×C and nRIT×C . All steps are
repeated until the termination criterion (i.e., FE) is satisfied.

The succeeding subsections discuss the steps of ACGA.

A. FITNESS FUNCTION
Fitness function is designed to optimize RF by using sensi-
tivity and specificity. It is defined as:

maxF(X ) = {f1(X ) and f2(X )} (1)

Here, X is an offspring. f1 and f2 represent the sensitivity
and specificity parameters, respectively.

B. CROSSOVER OPERATORS
Three different crossover operators, i.e., single-point [38],
chaotic crossover [40], and reduced surrogate [41], [42] are
utilized. Single-point [38] has significant results to solve
many computationally hard problems. It has shown better
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Algorithm 1 ACGA Based RF
Input: Max population (M ), AS , iterative threshold (IT ), No.

of crossovers (C), and No. of fitness evaluations (FE)
Output: Optimized values for RF
1: P← init_P(M)
2: Initialize rW , pL, nRIT×C , and nPIT×C .
3: P̂ = p1, p2, . . . , pC ← init_A(C)
4: nFE ← 0 and k ← 0
5: Pδ ← φ

6: while nFE < FE do
7: for i = 1 to M/2 do
8: av← init_R (̂P)
9: Two offsprings are selected as parents: Op
10: Oc← init_C(Op, av)
11: Oc← init_M(Oc )
12: nFE ← nFE + 2
13: [rW , pL]← init_CA(Op, Oc)
14: Add Oc to Pδ
15: end for
16: k← k + 1
17: Update rW to k th row of nRIT×C
18: Update pL to k th row of nPIT×C
19: if k = IT then
20: P̂← init_A( nRIT×C , nPIT×C )
21: k = 0
22: end if
23: R← P ∪ Pδ
24: P← init_S(R)
25: Assign non-dominated offsprings in P to TP
26: Optimized values← TP
27: end while
28: return Optimized values

computational speed compared to the existing crossover oper-
ators [37].

Reduced surrogate [41], [42] can avoid unnecessary
crossover operations when parents have similar offspring.
Initially, it evaluates parents and forms a group of crossover
points where both parents have different genes. In the absence
of such a crossover point, no crossover operator is imple-
mented. Chaotic crossover [40] can obtain a better converged
and distributed group of Pareto-optimal offspring.

C. PENALTY AND REWARD
Penalties and rewards are allocated to offsprings by utilizing
two matrices namely pL and rW as:

rW = [0 . . .0]1×C (2)

pL = [0 . . .0]1×C (3)

Pareto optima among the offsprings is used to modify
rW and pL.

Algorithm 2 Credit Allocation (init_CA ())
Input: Parents (ρ), Children (δ), crossover selected using

init_A (q)
Output: rW , pL [nd , ds] ← init_D(ρ) // ds and nd define

dominated and non-dominated offsprings, respectively.
1: Dominated parent (assume ρ1 ≺ ρ2).
2: if ds 6= φ then
3: for i = 1 to 2 do
4: if ρ1 ≺ δi then
5: pLq← pLq + 1
6: else
7: rWq← rWrWq + 1
8: end if
9: end for
10: else
11: // If parent is non-dominated.
12: for i = 1 to 2 do
13: if ρ1 ⊀ δi ρ2 ⊀ δi then
14: rWq← rWrWq + 1
15: else
16: pLq← pLq + 1
17: end if
18: end for
19: end if
20: P← init_P (M)
21: return Optimized values for RF

1) PARENT IS NON-DOMINATED
Pareto optima is evaluated between child and respective par-
ent offsprings. If child offsprings are dominated by parents,
then append pLq by 1, otherwise append rWq by 1. The
pseudocode of updation of penalty and reward is depicted
in Algorithm 2.

2) DOMINATED PARENT
If parent 1 (ρ1) is dominated by parent 2 (ρ2), then pareto
optima of each child offspring is compared with ρ2. If child
offspring is dominated by ρ2, then append pLq by 1.
Otherwise, update rWq by 1.

D. UPDATION OF ADAPTIVE CROSSOVER SELECTOR
AS is utilized to update the crossover selection probabilities.
During evolution process, it is implemented after every IT
steps (refer [43]). Two matrices, i.e., nPIT×C and nRIT×C
are used to hold the values of pL and rW , respectively.
Recently updated IT ’s pL and nR values are utilized tomodify
AS . To evaluate the probability for qth (q = 1, 2, . . . ,C)
crossover, addition of qth column is utilized (refer [43]).

V. PERFORMANCE ANALYSIS
To analyze the efficiency of proposed model, health-related
attributes are collected from [8], [34], [44], [45]. It mainly
consists of attributes such as age, sex, location, fever, skin
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FIGURE 2. Accuracy and loss analysis of the deep learning-based severity classification of Chikungunya
disease.

rashes, and joint pain. It is collected for approximately
10000 users. Around 1805 users are at no risk while 3890 are
at normal risk and 4305 are at high risk. The acquired data
is stored in cloud storage and is used for recognition by an
optimized RFmodel. ACGA-RF is compared with J48, SVM,
ANN, RF, adaptive neuro-fuzzy inference system (ANFIS),
PANFIS [10], and deep learning (DL).

To implement DL model, various layers (i.e., feature
input layer, fully connected layer, batch normalization layer
[46], [47], ReLU layer [46], [47], softmax layer [46], [47],
and classification layer) are utilized. For normalizing the
input data, Z-score normalization [48] is used. Minibatch
size is set to be 8. Adam [49] a stochastic gradient descent
optimizer is used to achieve the better convergence of
DL model.

A. TRAINING ANALYSIS
Figure 2 shows the accuracy and loss analysis of the deep
learning-based severity classificationmodel for Chikungunya
disease. It clearly shows that the deep learning achieves
significantly better convergence speed. It achieves 98.3%
validation accuracy, therefore, least affected by the impact of
over-fitting as training accuracy is 100%.

The performance of RF achieves the best training and val-
idation accuracy values are 99.5% and 97.6%, respectively.
Although it shows remarkable results, the performance of
the proposed approach is still far from the optimal results.
It shows an over-fitting problem as there is a high difference
between training and validation accuracy values. The per-
formance of ACGA-RF model achieves the best training and

TABLE 4. Confusion matrix analysis among the proposed ACGA-RF, DL,
GA-RF, PSO-RF, and RF models.

validation accuracy values are 100.0% and 99.6%, respec-
tively. Thus, ACGA-RF model achieves remarkable results
than both deep learning and RF models. Also, ACGA-RF
is least affected by the over-fitting issue as there is only a
0.4% difference between the training and validation accuracy
which are 1.7 and 1.9 for deep learning and RF, respec-
tively. Also, ACGA-RF shows an enhancement in validation
accuracy over deep learning and RF as 1.3% and 2.0%,
respectively.

B. CONFUSION MATRIX ANALYSIS
To evaluate the performance of ACGA-RF, confusion matrix
analyses are also achieved. Table 4 depicts the confu-
sion matrix analysis proposed ACGA-RF, RF, and deep
learning (DL) models. It is found that RF achieves the testing
accuracy of 97.54%. It is found that the deep learning (DL)
model achieves the testing accuracy of 98.31%. DL shows an
average improvement of 0.77% over RF model. It is found
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that ACGA-RF achieves an accuracy of 99.43%. Thus, the
proposed ACGA-RF achieved an average improvement of
1.89% and 1.12% over RF and deep learning-based severity
classification models, respectively.

C. COMPARATIVE ANALYSIS
Boxplot and ANOVA are used for statistical analysis. The
hypotheses for every performance measure can be defined as:{

H0 µM1 = µM2 = . . . . = µM7,

HA Means are not equal.
(4)

where µMi shows various severity classification models for
Chikungunya disease. M7 shows the proposed ACGA-RF.
H0 and HA define the null and alternate hypotheses, respec-
tively. ANOVA table consists of various attributes such as
a sum of squares (SS), degrees of freedom (df ), the mean
sum of squares (MS), F-statistics (F), and P-value (P). If P
value of F is lesser than the level of significance, then we
can reject H0) and conclude that the models are significantly
different from each other.

FIGURE 3. ANOVA analysis of severity classification models for
Chikungunya disease in terms of testing accuracy.

FIGURE 4. ANOVA analysis of severity classification models for
Chikungunya disease in terms of testing sensitivity.

FIGURE 5. ANOVA analysis of severity classification models for
Chikungunya disease in terms of testing specificity.

Figures 3 - 6 show thatHA is accepted for all the considered
performance metrics as the evaluated p − values are lower
than 0.01. Thus, the performance of different models is sig-
nificantly different from each other. But, it is not possible

FIGURE 6. ANOVA analysis of severity classification models for
Chikungunya disease in terms of testing F-measure.

FIGURE 7. Accuracy analysis of ACGA-RF model.

FIGURE 8. F-measure analysis of ACGA-RF model.

to find which technique outperforms the others. Thus, the
boxplots are obtained to evaluate which technique performs
significantly better than the others (see Figures 7 to 10).

Figure 7 demonstrates the accuracy analysis among
ACGA-RF and the existing recognition Chikungunya dis-
ease recognition models. It is clearly shown that ACGA-RF
achieves remarkably significant and consistent accuracy val-
ues. Compared to the existing Chikungunya disease recogni-
tion models, ACGA-RF achieves 1.3822% improvement in
terms of accuracy.

Figure 8 shows F-measure analysis among ACGA-RF
and the existing Chikungunya disease recognition models.
ACGA-RF outperforms the existing Chikungunya disease
recognition models by an average improvement of 1.4145%.
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FIGURE 9. Specificity analysis of ACGA-RF model.

FIGURE 10. Sensitivity analysis of ACGA-RF model.

Figure 9 shows the specificity analysis among the existing
models and the proposed Chikungunya disease recognition
model. ACGA-RF achieves a 99.21% (median) value, which
is significantly better than the competitive models by an aver-
age improvement of 1.3972%. Therefore, ACGA-RF can effi-
ciently diagnose normal risk Chikungunya disease-infected
patients. Figure 10 shows the sensitivity analysis among the
existing models and proposed Chikungunya disease recog-
nition model. ACGA-RF achieves 99.24% (median) value,
which is significantly better than the competitive models
by 1.4172%. Therefore, ACGA-RF can efficiently diagnose
the high risk Chikungunya disease patients.

It is found that ACGA-RF takes on an average of 1 hour
36 minutes during the training process. During the testing
process, it takes only 2.746 minutes to achieve the results.
Additionally, ACGA-RF provides the testing results on an
average of 1.674 seconds for a single patient. Therefore,
ACGA-RF can be used for real-time applications.

D. DISCUSSION
Table 5 shows the comparison among the proposed model
with state-of-the-art machine learning and deep learning
models. It is found that in [8], J48 was utilized for severity

TABLE 5. Comparative analysis among the proposed ACGA-RF, DL, and
state-of-the art models.

classification of Chikungunya disease. It achieved the sensi-
tivity, specificity, F-measure, and accuracy values as 0.935,
0.965, 0.827, and 92.7865, respectively. Fuzzy-C means
(FCM) [9] achieved the sensitivity, specificity, and accuracy
values as 0.867, 0.888, and 0.934, respectively. PANFIS [10]
achieved sensitivity, specificity, F-measure, and accuracy
values as 0.9578, 0.9787, 0.9431, and 0.9871, respectively.
DL based Chikungunya diagnosis model achieved sensitiv-
ity, specificity, F-measure, and accuracy values as 0.9831,
0.9763, 0.9874, and 0.9818, respectively. Compared to
these models, ACGA-RF achieved a sensitivity, specificity,
F-measure, and accuracy values of 0.9943, 0.9905, 0.9968,
and 0.9936, respectively. Therefore, the proposed ACGA-RF
achieved significantly better results than the existing models
in terms of accuracy, specificity, sensitivity, and F-measure by
1.3822%, 1.3972%, 1.4172%, and 1.4145%, respectively.

VI. CONCLUSION
In this paper, a cloud-based CPS is designed and implemented
for the recognition of Chikungunya disease. The proposed
system is divided into two main categories, i.e., physical
space and cyberspace. Once, the data related to user-health
are collected, it is stored in the cloud sub-system layer.
An evolving RF model was proposed for the severity classifi-
cation of Chikungunya disease by using ACGA. ACGA can
efficiently optimize RF architecture to achieve better results
with better computational speed. The comparative analysis
demonstrates that ACGA-RF achieves significantly better
testing performance than the existing models in terms of
accuracy, specificity, sensitivity, and F-measure by 1.3822%,
1.3972%, 1.4172%, and 1.4145%, respectively. Thus, the
proposed Chikungunya disease recognition model is benefi-
cial for real-time medical applications.
In near future, the deep transfer learning models can be

used to obtain more efficient results. Further novel meta-
heuristic techniques can be designed to efficiently tune the
deep learning architectures. Also, the proposed model can be
applied to other kinds of datasets.
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ABSTRACT Kuzushiji, a cursive writing style, had been extensively utilized in Japan for over a thousand
years starting from the 8th century. In 1900, Kuzushiji was not included in regular school curricula due to
the change in the Japanese writing system. Nowadays Japanese natives are unable to read historical books
that were written using Kuzushiji language. Therefore, libraries and museums have decided to build digital
copies of the documents and books that were written in Kuzushiji language. Due to a limited number of
trained experts, researchers have utilized machine and deep learning models to convert historical documents
and books into a modern script that can be easily read by human beings. However, the existing deep
learning techniques suffer from over-fitting and gradient vanishing problems. To overcome these problems,
an efficient deep Kuzushiji characters recognition network (DKNet) is proposed. Initially, to remove
noise from the training images, a trilateral joint filter is applied. Contrast limited adaptive histogram
equalization (CLAHE) is then applied to enhance the visibility of filtered images. Thereafter, a pre-trained
MobileNet is utilized to extract the features of Kuzushiji characters. MobileNet’s final layers are removed,
including the fully connected layer and softmax. The flatten layer is then applied to the input. A fully
connected classification layer is then used with Rectified linear units (ReLUs) and dropouts. Dropouts
are used to generalize the model, thus preventing the over-fitting problem. Finally, the softmax activation
function is employed to provide the recognition results. To test the proposed model, actual documents are
first segmented by using the proposed Maximally stable extremal regions (MSERs) and convexhull-based
segmentation approach. Segmented characters are then recognized using the trained DKNet. Extensive
comparative analyses reveal that DKNet achieves better performance than the competitive models in terms
of various performance metrics. An efficient Application Programming Interface (API) is also designed for
Japanese Kuzushiji ancient heritage character recognition to help the end-users.

INDEX TERMS Maximally stable extremal regions, deep learning models, Kuzushiji character recognition,
MobileNet, InceptionNet, ResNet.

I. INTRODUCTION
Kuzushiji, a cursive writing style, had been extensively
utilized in Japan for over a thousand years starting from

The associate editor coordinating the review of this manuscript and
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the 8th century. But, in 1900, Kuzushiji was not included
in regular school curricula due to the change in Japanese
writing system. Nowadays Japanese natives are unable to read
historical books that were written using Kuzushiji language.
Therefore, libraries and museums have decided to build
digital copies of the documents and books that were written
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FIGURE 1. Typical page of a classical Japanese book.

in Kuzushiji language. But, due to a limited number of
trained experts, researchers have utilized machine and deep
learning models to convert historical documents and books
into a modern script that can be easily read by human
beings [1], [2].

To convert a single document or book page at a time,
it is required to efficiently segment each character at a
time [3]–[5]. In some cases, text detection becomes even
more important than just text extraction until it can detect
the shapes of regular or irregular shapes in the given
images. Adding two Chinese syllabaries and a set of
Chinese logograms into a complex logosyllabary system is
the Japanese writing pattern, which is a fascinating study
of tradition and innovation. The Japanese language uses
incurved verbs and postpositions. It utilizes suffixes and
particles to create words and clauses in sentences. Chinese
characters (kanji) have been extensively utilized in a long
history of use dating back centuries. The Japanese also used
some Chinese characters with sound values for grammatical
purposes. These characters were not instantly interpreted as
phonetic or logographic representations of meaning [6], [7].

There were many variants of Kuzushiji characters and in
some documents and books, these characters were connected
with each other. Aging causes the documents to become
unclean and some have been infected with worms [8].
Figure 1 shows a page of an early Japanese book that contains
Kuzushiji characters.
• Hiragana: Manyoshu describes a system of writing
native words in ancient Japan that uses manyogana.
In Figure 1, Ki illustrates how these signs were reduced
and simplified into sogana and finally to hiragana.

• Katakana: According to the Chinese Buddhist scrip-
tures, the word kanji is an essential pronunciation aid.
This character accumulated as grammatical suffixes,

particles, and postpositions. But the literal meaning of
kanji did not change. In Figure 1, Ha indicates that
katakana is widely used to write non-Chinese words.

• Allophones: In Figure 1, Ko and Fox illustrate what may
appear to be allophones in the Japanese syllabograms.
People speaking the same language perceive these
sounds as similar sounds.

A. CHALLENGES
Figure 1 demonstrates challenges and problems associated
with Kuzushiji character recognition.

1) Modern and Kuzushiji characters: Some Kuzushiji
characters are written in such a way that only context,
particularly the identity of preceding characters can be
used to recognize them. A simple line, for example,
might signify a variety of characters based on the
characters used before it. KuroNet can disambiguate
by using the surrounding characters since it employs
both local and global contexts. However, for efficient
classification of characters, it is required to segment
each character prior to the recognition process.

2) Variation: Although Kuzushiji has a huge number of
characters (e.g., used dataset comprises 4328), their
distribution is long-tailed. A significant portion of the
characters only appears once or twice in the sample.
This is owing to the Japanese language’s peculiar
structure that has two sorts of character sets, i.e., a pho-
netic alphabet (with simple and extremely frequent
characters) and non-phonetic Kanji characters. Kanji is
made up of both common and uncommon characters,
some are very intricate and others are merely one or
two straight lines.

3) Hentaigana characters: One feature of classical
Hiragana or Hentaigana (the word literally translates to
‘‘Character Variations’’) that has a significant impact
on recognition. Many characters that can be written
exclusively in modern Japanese can be written in a
variety of ways in pre-modern Japanese language [35].

4) Aging processing: It is hard to recognize the unclean
characters due to infestation by worms.

Recently, researchers have utilized various deep learn-
ing models to improve the performance of Kuzushiji
character recognition. Some of the popular models are
as LeNet [16], AlexNet [17], GoogLeNet [18], VGG16,
VGG19 [19], ResNet152V2 [21], InceptionNet [24], Incep-
tionResNetV2 [20], XCeptionNet [25], and MobileNet [26].
Butmost of thesemodels suffer from over-fitting and gradient
vanishing problems. Additionally, an efficient approach is
required to segment the characters prior to the recognition
process.

B. CONTRIBUTIONS
To overcome the aforementioned problems, an efficient
deep Kuzushiji characters recognition network (DKNet) is
proposed. The main contributions of this paper are as follows:
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• To overcome the over-fitting and gradient vanishing
problems, an efficient deep Kuzushiji characters recog-
nition network (DKNet) is proposed.

• To remove noise from the training images, a trilateral
joint filter is employed. Contrast limited adaptive
histogram equalization (CLAHE) is also applied to
enhance the visibility of filtered images.

• In DKNet, a MobileNet’s final layers are removed. The
flatten layer is then applied to the input. Thereafter,
a fully connected classification layer is implemented
with Rectified linear units (ReLUs) and dropouts.
Finally, the softmax activation function is employed to
provide the recognition results.

• To test the proposed model, actual documents are
first segmented by using the proposed Maximally
stable extremal regions MSERs) and convexhull-based
segmentation approach. Segmented characters are then
recognized using the trained DKNet.

• An efficient Application Programming Interface (API)
is also designed for Japanese Kuzushiji ancient heritage
characters recognition to help the end-users.

The remaining paper is organized as follows. Section II
discusses the literature review. Section III discusses the
proposed DKNet. Section IV presents the proposed MSER
and convexhull-based segmentation approach. Experimental
results are presented in Section V. Section VI concludes the
paper.

II. LITERATURE SURVEY
In [9], an adaptive neural network was utilized for character
recognition by considering features of directional elements
as feature vectors. In [11], line-by-line recognition was used
to classify characters according to the attention mechanism.
Lyu et al. [12] detected the text lines prior to the recognization
process. Image processing operations and ARU-Net were
used to identify text lines. It has achieved precision,
recall, and F-score values as 95.2%,, −98.3%, and 96.6%,
respectively. Le et al. [13] designed a Recognition system
using an attention-based encoder-decoder (RAED). It re-
process data by detecting the line’s start and recognizing each
character until the line has been completed.

Li et al. [10] utilized three and five-cross point non-
directed graphs of Oracle-bone inscriptions (OBIs) such as
blocks and holes. Another recognition method was also
used (refer to [14]). Li et al. [15] developed a DNA-based
model for detection of OBIs. However, Meng et al. [5]
and Liu et al. [28] proved that all OBIs needed to be cut
in advance which is not convenient for practical applica-
tions. Meng et al. [5] extended the Single shot multibox
detector (SSD) for OBI detection and achieved precision,
recall, and F values as 98%, 83%, and 88%, respectively.
Clanuwat et al. [40] recognized the Kuzushiji characters
using a deep learning model. Residual U-Net architecture
(RU-Net) was applied to recognize the entire page with
identification of all characters given on it. In [41], Japanese

historical text was recognized by attention based encoder-
decoder (AED) model. Multiscale features were extracted
using a dense convolutional neural network. The target
text was generated using Long short-term memory (LSTM)
decoder.

In [45], handwritten Japanese text was recognized
using Attention augmented convolutional recurrent network
(AACRN). The performance of the model was evaluated
on Kuzushiji and TUAT Kondate datasets. In [46], the
Deep learning model(DLM) was applied to recognize the
Kuzushiji characters. Ueki et al. [47] proposed a recognition
system for the Kuzushiji characters by utilizing Multiple
softmax outputs (MSOs). In [48], a 2-dimensional Context
box proposal network (2DCbpn) was proposed to identify the
Kuzushiji Characters. Features were extracted using VGG16
and then features were processed through a 2-D context.
Thereafter, horizontal and vertical contexts were explored
using Bidirectional LSTM (BLSTM).

Bing et al. [42] proposed an method to understand the
ancient Japanese books using conventional image processing
and ARU-Net. These methods were used for the detection
of frames and segmentation od lines. Character recognition
was done using by applying AlexNet. Nguyen et al. [43]
used Gaussian mixture mode, LSTM, and CNN to recognize
the Japanese kanji characters. Septiana et al. [44] proposed
template matching algorithm to recognize the handwritten
Japanese characters. It achieved the accuracy of 89.8%.

Horie et al. [6] recognized OBIs using deep learning
models.While they achieved good accuracy, the experimental
data were drawn from recent research, not the original
rubbings. OBIs are a kind of hieroglyphs that were the
original version of the modern Chinese characters that are
widely used in China, Japan, and other Asian countries.
One OBI character is one hieroglyph graph, with a meaning
corresponding to one thing or one object. Lyu et al. [12]
developed a Japanese historical character recognition system
for the reading support system for historical documents
by using the directional elements as feature vectors and
designing amodular neural network as a pattern classification
model.

Nguyen et al. [36] segmented the image into patches for
specific characters and then classified each patch separately.
This strategy is computationally better, but due to the
contextual nature of many characters, it is unsuited for the
overall Kuzushiji recognition job. Le et al. created datasets
with separately segmented Kazushi characters but did not
take into account the Kuzushiji recognition [13].

Unger [23] considered several characters that can be
exclusively rewritten for current Japanese in different ways
in pre-modern Japanese scripts. It seems to be one element
of classical Hiragana or Hentaigana (meaning ‘‘Character
Variations’’) that has a considerable impact on recognition.
Japanese MNIST dataset [13] is significantly more difficult
than the original MNIST dataset [16]. Because many
pre-modern Japanese characters can be written in numerous
ways. Therefore, there is a need to develop good models that
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must be able to reflect the multi-modal distribution of each
class.

III. DEEP KUZUSHIJI CHARACTERS RECOGNITION
NETWORK (DKNet)
Deep neural networks can be made lightweight using pre-
trained models. Pre-trained models can reduce the number
of parameters significantly when compared to networks
with regular convolutions. To train the proposed model,
MobileNet is used as a transfer learning model. MobileNet
was designed by Google and it is an open-sourced model.
This section initially briefly discusses various pre-trained
models. Finally, the proposed deep Kuzushiji characters
recognition network (DKNet) is discussed.

A. PRE-TRAINED LEARNING MODELS
This section discusses various pre-trained learning models
which were trained on the ImageNet dataset.

1) RESIDUAL NEURAL NETWORK (ResNet)
It was presented at ILSVRC 2015. This architecture uti-
lized the concept of skip connections. It comes up with
152 layers that allow us to train very deep neural networks
without suffering from the gradient vanishing problem.
Skipping connections are also called gated-recurrent units
and are similar to recurrent neural networks based on recent
successes [11], [24].

2) INCEPTION
The main aim of this architecture is to reduce the com-
putational workload of deep neural networks. Originally
proposed by GoogleNet, this model architecture was later
applied to both Inception-V2 and Inception-V3. It can
manipulate similar inputs in parallel to achieve better
convergence [21], [25].

3) MobileNet
MobileNet is a well-known pre-trained model. It is an
open-sourced model developed by Google as shown in the
Table 1. To develop a lightweight model, it utilizes depth-
wise separable convolutions. It minimizes the number of
attributes than the network with regular convolutions with
similar depth. Thus, it is a lightweight deep learning model
[23], [26]. Two different hyper-parameters are used that can
efficiently trade-off between accuracy and latency.

4) XCeptionNet
It is an extension of the inception model which can be viewed
as an intermediate step between regular convolutions and
depth-wise separable convolutions [22].

5) LeNet
It has five convolution layers. 32 images having 32× 32 size
for improving the classification performance. However, it has
relatively few layers and simple architecture. LeNet cannot
work properly for higher-resolution images.

TABLE 1. Mobile-net model architecture.

6) VGG
This was proposed by ILSVRC in 2014. It consists of
16 convolutional layers for uniform architecture. It is similar
to AlexNet and has many filters and 138 million parameters.
Hence, it has more computation power. Later, VGG-16 is
extended to VGG-19 layers.

7) GoogLeNet
It achieved an error rate close to the human level in 2014.
It consists of 22 layers with 224 × 224 sized images. The
parameters are reduced from 60 million to 4 million [15].

8) InceptionNet
InceptionNet is created to reduce the computational burden
of deep neural networks while maintaining performance. The
idea is firstly proposed in GoogLeNet and then extended
to Inception-V2, V3, and Inception-Res (Inception-V4). The
key idea of InceptionNet is to compute multiple transforma-
tions over the same input map in parallel and provide the
results into a single output. It has a compressed version of the
spatial information that reduces the computation cost [16].

B. JOINT TRILATERAL FILTER
A joint trilateral filter is a well-known edge-preserving filter
used to filer the Kuzushiji images. It considers a guided image
Gim to filter the input image. Generally, the actual image Im
acts as a guided image. It can be implemented as:

Jtf (Im) =

∑
q∈�

ρpq(Gim)× Iq × σ 2(Iq,Gim)∑
q∈�

ρpq(Gim)
(1)

Here, � is a kernel window at coordinate k dependent on
the bilateral filter [37], [38].

A kernel weight, i.e., ρpq(Gim) can be computed as:

ρpq(Gim) =
1

|n|2
∑

n:(p,q)∈�

(
1+

(
Gimp − µn)(Gimq − µn

)
σ 2
n + ε

)
(2)
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where |n| shows pixels in window. µn and σ 2
n are average and

variance ofGim in local�. The weight associated to pixel q is
maximum, if Gimp and Gimq are on similar sides of an edge,
otherwise, a minimum weight is assigned to q.

C. CONTRAST LIMITED ADAPTIVE HISTOGRAM
EQUALIZATION
The precision of Kuzushiji recognition is generally low
if the images have poor visibility. The most of the
enhancement methods are not effective for uneven lightening
circumstances due to over-enhancement of images [39].
Therefore, CLAHE is used that can prevent excessive
amplification of noise by limiting the contrast. It can be
evaluated as:

f (D) = (1− ωy)((1− ωx)ful(D)+ ωxfbl(D))

+ωy((1− ωx)fur (D)+ ωxfbr (D)) (3)

The mapping of four adjacent values of the histogram
cumulative distribution function to pixel are desirable for
every pixel. ωx and ωy indicate the distance among center of
the left upper mask and pixels. f () is cumulative distribution
function. fbr , fbl , ful , and fur represent below right, below
left, upper left and upper right values in current patch,
respectively. D represents the pixel coordinates.

D. PROPOSED DKNet
Deep neural networks can be made lightweight using
MobileNet’s depth-separable convolutions. It reduces the
number of parameters significantly when compared with
networks with regular convolutions. Figure 2 shows the
proposed DKNet model. Initially, joint trilateral filter is
used to remove the noise from training images. Thereafter,
contrast limited adaptive histogram equalization (CLAHE) is
used to enhance the visibility of filtered images. Thereafter,
MobileNet is used to extract the potential filters. Final layers
of MobileNet, i.e., fully connected layer and softmax are
removed. Flatten layer is then used to flatten the input.
Thereafter, a fully connected classification layer is used.
It utilizes two fully connected layers with a Rectified linear
unit (ReLU) and dropouts are used. Dropouts are used to
generalized the model, thus can prevent the over-fitting
problem. Finally, the softmax activation function is used to
provide the recognition results.

E. VALIDATION ON SELECTED DOCUMENTS
The trained DKNet model is tested on Kuzushiji documents
using the following steps.

1) Initially, MSER and convexhull are used to extract the
characters.

2) Apply joint trilateral filter on each extracted character
image.

3) Apply CLAHE on the filtered character image.
4) Use trained DKNet model to recognize the character.

FIGURE 2. Diagrammatic flow of the proposed DKNet model.

IV. PROPOSED SEGMENTATION APPROACH FOR
KUZUSHIJI CHARACTERS
This section discusses the proposed segmentation approach
for Kuzushiji characters. Maximally stable extremal
regions (MSER) and convexhull approaches are used to
segment the characters from a given document.

Like a Scale-invariant feature detector (SIFT), MSER is a
feature detector. It decomposes a given document to several
co-variant regions, i.e., stable connected components or so-
called MSERs. Figure 3 shows the diagrammatic flow of
MSER technique.

To identify individual MSERs by characteristics of the
Kuzushiji sample, MSER is applied to each document.
To develop this pattern, binarization is achieved using OTSU
threshold. The Pixel region of an area control is obtained
by calculating the pixels region and constructing an ellipse
usingMinDiversity,MaxVariation, andDelta techniques. The
contour is drawn around the arbitrary shape of the image
using an elliptical frame that transposes the row index into
a column index and vice versa. Based on a region seed,
it returns a list of pixels within the region.

A. REGION OF GEOMETRIC PROPERTIES
The process of character detection and recognition can be
achieved using following steps.
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FIGURE 3. Diagrammatic flow of maximally stable extremal regions
technique.

• Pre-processing: Various conversion processes are used
to convert RGB images to binary as shown in Figure 4.

• Process: An image was processed with each MSER
algorithm as feature detector.

• Properties: Geometric attributes are employed to dis-
criminate between non-text regions and text regions in
the first pass for deleting the non-text regions from the
obtained features (see Figure 5(a)).

• Text regions: To compute the remaining text area,
the overlapping bounding boxes of these regions are
combined to generate a bounded text region (see
Figures 5(b) and 5(c)).

• Detected Image: The identified text bounding boxes in
an image are examined using deep learning models to
evaluate the actual and the predicted text.

• Aspect ratio: The bounding box ratio between width
and height of the character is calculated using aspect
ratio.

• Eccentricity: A given character’s circularity could be
found using Eccentricity.

• Extent: To identify a region for character encoding, the
rectangle enclosing text is determined to be a given value
using Extent.

• Solidity: The convex hull area ratio is calculated for a
given region of a character based on the pixels in the
convex hull area.

The aspect ratio, eccentricity, extent, and solidity values
are set to be 0.48130841121495327, 0.8839539479029316,
0.8026494873423464, and 0.07339475469138594,
respectively.

FIGURE 4. Region of image on which geometric properties are calculated.

FIGURE 5. Geometric analysis using MSERs: (a) visualization of geometric
properties, (b) rectangle image mask, and (c) sample image to calculate
geometric properties using MSERs.

MSER calculates the mean square error of the pixels of
an image over its background that have a constant intensity
over its background. Text characters are assumed to have a
comparable intensity and color contrast to their background.
Some characters can be ignored if these characters have a
small font size or represent the font’s pronunciation.

B. PRE-PROCESSING OF MSER
• Initially, white to black intensity thresholds are swept by
using a simple luminance thresholding algorithm.

• External regions can be calculated as

Sr = p|I (p) > I (q)∀p ∈ Sr ,∀q ∈ B(Sr ) (4)

The gray-scale image I is indexed by p and q. B(Sr )
contains the boundaries of Sr as mentioned in Eq. (4).
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An external region is maximally stable if it satisfies the
following conditions, reject otherwise.

• The threshold δ, is the number of intensity threshold
levels that must be reached for a region to be considered
maximally stable during MSER computation.

• MSERs demonstrate aminimum level of variationwhich
implies a high level of stability than the regions from
previous threshold levels. It can be computed as follows:

V =
area(R+ δ)− area(R)

area(R)
(5)

Here, R represents a threshold value for excising the
region.

• A region beyond the area range or area size of the region
in pixels should be excluded. For instance, an object
whose area size is beyond 90% range of the whole image
or less than 5% range would be rejected since it has
no relevance for the actual test scenario as mentioned
in Eq. (5).

• At different intensity thresholds, the maximum area
variation exists between extremal regions. Therefore, the
stability of results is limited. The variation in intensity
thresholds leads to providing stable regions with tiny
areas.

C. MSER REGIONS
The output of MSER algorithm is a set of pixels representing
MSER regions. Ellipses can also be calculated to represent
MSER regions. To represent a pixel list, it is intuitive to
draw aminimum rectangle that encloses all of its coordinates.
To represent ellipses, some mathematical operators are used
to obtain the bounding box of each ellipse.

In the first method, a minimum enclosing rectangle for
pixels is obtained within the region starting from different
representations of MSER region. In the second method,
a sampling set is used to find ROI coordinates. A bounding
box of (xmin, ymin) and (x_max, ymax) can be easily derived
for the entire list of pixels. These parameters identify the
minimum and maximum coordinate values for the horizontal
and vertical axes at any point. By geometrical transformation
of MSER ellipses, ROI can be obtained in the form of
bounding boxes as follows:

width = max(2a cos θ, 2b sin θ ) (6)

height = max(2a sin θ, 2b cos θ ) (7)

Here, a and b define the center values of extracted region. θ
shows the rotation transformation.

To generate bounding boxes forMSER regions, ellipses are
used. MSER regions often contain extra pixels near the text
especially when text blends with its surroundings.

D. CHARACTER DETECTION APPROACHES
• Approach 1: Morphological Image Operations The
characters in this approach are enlarged to a specified
threshold limit. It means that all the single characters are
grouped and the character’s pronunciations are ignored.

FIGURE 6. Analysis of morphological operation: (a) Input image,
(b) dilatation, (c) bounding box extension, (d) canny edge detection,
(e) contour technique, (f) mask applied on new contours, and
(g) character extracted after operations.

Figure 6(a) and 6(b) illustrate the failed attempt to find
the dilated characters for the given image and a sample
of such a failure is shown below.

• Approach 2: Contour technique It is found that
the gap between a single disconnected character is
approximately in the range of 7 to 10 pixels as opposed
to the gap between the character and its pronunciation
which is approximately 14 pixels. An extension of the
bounding box is made for this image about 7px to
match the other disconnected component of the same
character. The boundary mask area is drawn outward
by 7px and the sample is shown in Figures 6(c), 6(d),
and 6(e), respectively. Approximately 90% of all
disconnected characters within the boundary mask meet
(see Figures 6(f) and 6(g)).

V. EXPERIMENTAL RESULTS
Experiments are performed on Xeon Ef 16200 v4 CPU and
GPU GeForce GTX1080Ti ×4 with memory as 64 GB and
operating system is Ubuntu14.4. 3212 classes of Kuzushiji
characters are used for building the DKNet model. The total
number of training images is more than 600, 000. Kuzushiji
dataset ID is obtained from the Center for Open Data
in the Humanities (CODH) (refer to [29]). The parameter
setting of DKNet and competitive models is presented in
Table 2.

A. DATA AUGMENTATION
To augment the training data, three different augmentation
techniques are also used. These techniques are random
rotate, random blur, and random crop. The main objective
is to augment the amount of training data to prevent the

75878 VOLUME 10, 2022



D. Singh et al.: DKNet: Deep Kuzushiji Characters Recognition Network

TABLE 2. Parameters setting of DKNet and competitive models.

FIGURE 7. Impact of data augmentation techniques.

FIGURE 8. Training and validation accuracy of MobileNet.

over-fitting and gradient vanishing problems. Figure 7 shows
the impact of data augmentation techniques on a Kuzushiji
character image.

B. TRAINING AND TESTING ANALYSIS
The training and validation accuracy analysis of MobileNet
and DKNet are shown in Figures 8 and 9, respectively. The
training and validation loss analysis of MobileNet and DKnet

FIGURE 9. Training and validation accuracy of DKNet.

FIGURE 10. Training and validation loss of MobileNet.

FIGURE 11. Training and validation loss of DKNet.

are shown in Figures 10 and 11, respectively. It is found
that DKNet has achieved the better training and validation
accuracy as compared to MobileNet. Hence, DKNet is
selected and implemented in our online API.

C. PERFORMANCE ANALYSIS
The performance of DKNet is evaluated using confusion
matrix-based metrics such as accuracy, F-measure, and area
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TABLE 3. Training analysis of DKNet.

TABLE 4. Testing analysis of DKNet.

under the curve (AUC). For evaluating handwriting recog-
nition systems, we also use the Sequence Error Rate (SER)
and Character Error Rate (CER) metrics [13]. DKNet’s
performance is evaluated through medians and uncertainty
values (i.e., median ± IQR× 1.5).
The nine models such as LeNet, GoogLeNet, VGG16,

VGG19, ResNet152V2, Inception, InceptionResNetV2,
XCeptionNet, MobileNet, and DKNet are evaluated and the
results are summarized in Tables 3 and 4.

Tables 3 and 4 illustrate the performance analysis of
DKNet. DKNet achieves 99.67 and 98.57 accuracy values
during training and testing. This means that the overfitting
issue is not an issue. Further, DKNet was able to achieve an
AUC value of 99.59 during training and 98.42 during testing.
The proposed model is therefore least affected by the false
positives and false negatives.

D. DISCUSSION
From the existing literature, it has been found that machine
learning and deep learning techniques have been suc-
cessfully used for Kuzushiji character recognition. Many
models have been designed and implemented to recognize
Kuzushiji characters from Japanese historical documents.
Some well-known recognition models are RU-Net [40],
AED [41], AACRN [45], 2DCbpn [48], MSOs [47], and
RAED [13]. Although these models have shown significant
results, the majority of these models have shown poor
performance analysis. Therefore, an efficient deep Japanese
recognition model using MSER is proposed. Table 5 demon-
strates the performance analyses of DKNet and existing
models.

RU-Net provides 86.83% accuracy and 85.53%
F-measure. 2DCbpn provides better accuracy i.e., 93.32%,

TABLE 5. Performance comparison of DKNet with existing models.

and F-measure i.e., 92.42 as compared to RU-Net. The
accuracy of MSOs is 94.67% which is significantly better
than RU-Net and 2DCbpn. DKNet provides 98.57% accuracy
and 98.57% F-measure. Hence, it can be seen that DKNet
outperforms the existing techniques in terms of accuracy and
F-measure. The CER of AED is 32.34%. CER and SER of
AACRN are 21.49% and 94.97%. CER of AACRN is better
than AED. RAED provides 13.07% CER and 53.81% SER
which is significantly better than AED and AACRN. DKNet
provides 12.78% CER and 49.53% SER. It can be seen that
DKNet outperforms AED, AACRN, and ADE in terms of
CER and SER. Therefore, the proposed DKNet model is
an efficient recognition system. In future, performnce of
DKNet can be improved by tuning its hyper-parameters using
metaheuristic techniques such as bat algorithm [50], particle
swarm optimization [49], [51], etc.

E. EXPERIMENTAL ANALYSIS OF API
The recognition system is equipped on sever for online
access. The CPU is Intel(R) Xeon(R) CPU E5-1410 v2 @
2.80 GHz, RAM is 8G, and OS is Ubuntu 18.04.3 LTS.
Apache HTTP Server was used for designing the API
website.

75880 VOLUME 10, 2022



D. Singh et al.: DKNet: Deep Kuzushiji Characters Recognition Network

FIGURE 12. Interface of API.

FIGURE 13. Masking MSER Technique.

Figure 12 shows the designed API, the target file can be
selected from the local computer and submitted to our server.
The user may download the sample files for testing the API.

Figures 13 and 14 show the obtained results of the
proposedAPI. It is found that lots of characters are segmented
correctly. The segmented characters are shown in the bottom
of interface (see Figures 15 and 16). It is found that MSER
with a bounding mask can achieve better results when there
are significant gaps between characters. The proposedMSER
and convex hull-based segmentation approach can segment

FIGURE 14. Segmentation of characters.

FIGURE 15. Extraction of characters: (a) MSER resultant image,
(b) bounding mask drawn around possible characters, (c) text extracted
with mask on the input image, (d) canny edge extracted from image
mask, (e) convex hulls drawn around the canny edge extracted image,
and (f) extraction of bounding mask from the convex hulls that contains
characters.

characters when there is no or lesser gap between the
characters (refer Fig. 16(a)). Whenever the user clicks the
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FIGURE 16. Extraction of single character: (a) extraction of text using
Fig. 15(b) and (b) extraction of text using Fig.15(f).

characters, they will be recognized by the proposed model
(refer Fig. 16(b)).

VI. CONCLUSION
A deep Kuzushiji characters recognition network (DKNet)
was proposed to overcome over-fitting and gradient vanishing
problems. First, the training images were filtered with a joint
trilateral filter to remove noise. The filtered images were then
enhanced with a contrast limited adaptive histogram equal-
ization (CLAHE). A pre-trained MobileNet was then used
to extract features from Kuzushiji characters. MobileNet’s
final layers, such as the fully connected layer and softmax,
were removed. The flatten layer was then applied to the
input. It was followed by a fully connected classification layer
with rectified linear units (ReLU) and dropouts. Dropouts
were used to generalize the model, thus preventing the over-
fitting problem. Finally, the recognition results were obtained
by applying the softmax activation function. To test the
proposed model, actual documents were segmented using
the proposed MSERs and a convexhull-based segmentation
approach. Segmented characters were then recognized by the
trained DKNet. Analyses of the competitive models revealed
that DKNet surpassed the competitive models in terms of
several performance metrics such as accuracy, F-measure,
AUC, CER, and SER by 2.1675%, 1.9842%, 2.1075%,
1.6914%, and 1.7265%, respectively. An efficient Applica-
tion Programming Interface (API) was also developed for
Japanese Kuzushiji ancient heritage character recognition to
help the end-users.

REFERENCES
[1] W. H. Bangyal and J. Q. A. Abbas, ‘‘Recognition of off-line isolated

handwritten character using counter propagation network,’’ Int. J. Eng.
Technol., vol. 5, no. 2, p. 227, 2013.

[2] Q. Abbas, W. H. Bangyal, and J. Ahmad, ‘‘Analysis of learning rate using
BP algorithm for hand written digit recognition application,’’ in Proc. Int.
Conf. Inf. Emerg. Technol., Jun. 2010, pp. 1–5.

[3] N. Fujisaki, Y. Ishikawa,M. Takata, and K. Joe, ‘‘Crawling low appearance
frequency character images for early-modern Japanese printed character
recognition,’’ in Advances in Parallel & Distributed Processing, and
Applications. Cham, Switzerland: Springer, 2021, pp. 683–695.

[4] C. V. Aravinda, M. Lin, A. Masahiko, and P. G. Amar, ‘‘A complete
methodology for Kuzushiji historical character recognition using multiple
features approach and deep learning Model,’’ Int. J. Adv. Comput. Sci.
Appl., vol. 11, no. 8, pp. 1–7, 2020.

[5] L. Meng, B. Lyu, Z. Zhang, C. V. Aravinda, N. Kamitoku, and
K. Yamazaki, ‘‘Oracle bone inscription detector based on SSD,’’ in Proc.
Int. Conf. Image Anal. Process. Cham, Switzerland: Springer, 2019,
pp. 126–136.

[6] F. Horie, H. Goto, and T. Suganuma, ‘‘Synthetic scene character generator
and ensemble scheme with the random image feature method for Japanese
and Chinese scene character recognition,’’ IEICE Trans. Inf. Syst., vol. 104,
no. 11, pp. 2002–2010, Nov. 2021.

[7] B. Lyu, Z. Wang, H. Li, A. Tanaka, K. Funumoto, and L. Meng, ‘‘Deep
leaning based medicine packaging information recognition for medication
use in the elderly,’’ Proc. Comput. Sci., vol. 187, pp. 194–199, Jan. 2021.

[8] A. Sayeed, J. Shin, M. A. M. Hasan, A. Y. Srizon, and M. M. Hasan,
‘‘BengaliNet: A low-cost novel convolutional neural network for Bengali
handwritten characters recognition,’’ Appl. Sci., vol. 11, no. 15, p. 6845,
Jul. 2021.

[9] T. Horiuchi and S. Kato, ‘‘A study on Japanese historical character
recognition using modular neural networks,’’ Int. J. Innov. Comput., Inf.
Control, vol. 7, no. 8, pp. 5003–5014, 2005.

[10] F. Li and P.-Y. Woo, ‘‘The coding principle and method for automatic
recognition of Jia GuWen characters,’’ Int. J. Hum. Comput. Stud., vol. 53,
no. 2, pp. 289–299, Aug. 2000.

[11] X. Hu, M. Inamoto, and A. Konagaya, ‘‘Recognition of Kuzushi-Ji
with deep learning method a case study of Kiritsubo chapter in the
Tale of Genji,’’ in Proc. 33rd Annu. Conf. Jpn. Soc. Artif. Intell., 2019,
pp. 1–2.

[12] B. Lyu, R. Akama, H. Tomiyama, and L.Meng, ‘‘The early Japanese books
text line segmentation base on image processing and deep learning,’’ in
Proc. Int. Conf. Adv. Mech. Syst. (ICAMechS), Aug. 2019, pp. 299–304.

[13] A. D. Le, T. Clanuwat, and A. Kitamoto, ‘‘A human-inspired recognition
system for pre-modern Japanese historical documents,’’ IEEE Access,
vol. 7, pp. 84163–84169, 2019.

[14] Q. Li, Y. Yang, and A. Wang, ‘‘Recognition of inscriptions on bones or
tortoise shells based on graph isomorphism,’’ Comput. Eng. Appl., vol. 47,
no. 8, pp. 112–114, 2011.

[15] Q. S. Li and Y. X. Yang, ‘‘Sticker DNA algorithm of Oracle-bone
inscriptions retrieving,’’ Comput. Eng. Appl., vol. 44, no. 28, pp. 140–142,
2008.

[16] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner, ‘‘Gradient-based
learning applied to document recognition,’’ Proc. IEEE, vol. 86, no. 11,
pp. 2278–2324, Nov. 1998.

[17] A. Krizhevsky, I. Sutskever, and G. E. Hinton, ‘‘ImageNet classification
with deep convolutional neural networks,’’ Commun. ACM, vol. 60, no. 6,
pp. 84–90, May 2017.

[18] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan,
V. Vanhoucke, and A. Rabinovich, ‘‘Going deeper with convolutions,’’
in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2015,
pp. 1–9.

[19] K. Simonyan and A. Zisserman, ‘‘Very deep convolutional networks for
large-scale image recognition,’’ 2014, arXiv:1409.1556.

[20] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. Alemi, ‘‘Inception-V4,
inception-ResNet and the impact of residual connections on learning,’’
2016, arXiv:1602.07261.

[21] K. He, X. Zhang, S. Ren, and J. Sun, ‘‘Deep residual learning for image
recognition,’’ 2015, arXiv:1512.03385.

[22] G. Huang, Z. Liu, L. van der Maaten, and K. Q. Weinberger, ‘‘Densely
connected convolutional networks,’’ in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit. (CVPR), Jul. 2016, pp. 4700–4708.

[23] K. Brown, Encyclopedia of Language & Linguistics, J. M. Unger, Ed.,
2nd ed. Amsterdam, The Netherlands: Elsevier, 2006, pp. 95–102, doi:
10.1016/B0-08-044854-2/04566-1.

[24] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, ‘‘Rethinking
the inception architecture for computer vision,’’ in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit. (CVPR), Jun. 2016, pp. 2818–2826.

[25] F. Chollet, ‘‘Xception: Deep learning with depthwise separable convolu-
tions,’’ in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), 2017.

75882 VOLUME 10, 2022

http://dx.doi.org/10.1016/B0-08-044854-2/04566-1


D. Singh et al.: DKNet: Deep Kuzushiji Characters Recognition Network

[26] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang, T. Weyand,
M. Andreetto, and H. Adam, ‘‘MobileNets: Efficient convolutional neural
networks for mobile vision applications,’’ 2017, arXiv:1704.04861.

[27] M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, L.-C. Chen,
‘‘MobileNetV2: Inverted residuals and linear bottleneck,’’ in Proc. IEEE
Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2018, pp. 4510–4520.

[28] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, and
A. C. Berg, ‘‘SSD: Single shot MultiBox detector,’’ 2015,
arXiv:1512.02325.

[29] Center for Open Data in the Humanities (CODH). Japanese Classic Cur-
sive Script Data Set Book Title List [Data Set]. Accessed: Feb. 26, 2020.
[Online]. Available: http://codh.rois.ac.jp/char-shape/book/

[30] C. V. Aravinda, M. Lin, and P. G. Amar. Kuzashi Recognition API.
Accessed: Feb. 26, 2020. [Online]. Available: http://www.atait.se.ri
tsumei.ac.jp/KuzushijiMser/

[31] L. Meng, C. V. Aravinda, K. R. U. K. Reddy, T. Izumi, and
K. Yamazaki, ‘‘Ancient Asian character recognition for literature preser-
vation and understanding,’’ in Proc. Euro-Mediterranean Conf. Cham,
Switzerland: Springer, 2018, pp. 741–751.

[32] C. V. Aravinda and H. N. Prakash, ‘‘A review on various handwritten
cursive characters segmentation techniques,’’ in Proc. 2nd Int. Conf. Appl.
Theor. Comput. Commun. Technol. (iCATccT), 2016, pp. 647–651.

[33] C. V. Aravinda and H. N. Prakash, ‘‘Template matching method for
Kannada handwritten recognition based on correlation analysis,’’ in Proc.
Int. Conf. Contemp. Comput. Informat. (ICI), Nov. 2014, pp. 857–861.

[34] L. Meng, ‘‘Recognition of Oracle bone inscriptions by extracting
line features on image processing,’’ in Proc. 6th Int. Conf. Pat-
tern Recognit. Appl. Methods (ICPRAM), 2017, pp. 606–611, doi:
10.5220/0006225706060611.

[35] L. Meng, ‘‘Two-stage recognition for Oracle bone inscriptions,’’ in Proc.
ICIAP, 2017, pp. 672–682, doi: 10.1007/978-3-319-68548-9.

[36] H. T. Nguyen, N. T. Ly, K. C. Nguyen, C. T. Nguyen, and M. Nakagawa,
‘‘Attempts to recognize anomalously deformed Kana in Japanese historical
documents,’’ in Proc. 4th Int. Workshop Historical Document Imag.
Process., 2017, pp. 31–36.

[37] D. Singh and V. Kumar, ‘‘Dehazing of remote sensing images using
improved restoration model based dark channel prior,’’ Imag. Sci. J.,
vol. 65, no. 5, pp. 282–292, 2017.

[38] M. Kaur, D. Singh, V. Kumar, and K. Sun, ‘‘Color image dehazing
using gradient channel prior and guided L0 filter,’’ Inf. Sci., vol. 521,
pp. 326–342, Jun. 2020.

[39] A. M. Reza, ‘‘Realization of the contrast limited adaptive histogram
equalization (CLAHE) for real-time image enhancement,’’ J. VLSI Signal
Process. Syst. Signal, Image Video Technol., vol. 38, no. 1, pp. 35–44,
2004.

[40] T. Clanuwat, A. Lamb, and A. Kitamoto, ‘‘KuroNet: Pre-modern Japanese
kuzushiji character recognition with deep learning,’’ in Proc. Int. Conf.
Document Anal. Recognit. (ICDAR), Sep. 2019, pp. 607–614.

[41] A. D. Le, D. Mochihashi, K. Masuda, and H. Mima. (2018). An Attention-
Based Encoder–Decoder for Recognizing Japanese Historical Documents.
Pattern Recognition and Machine Understanding (PRMU). [Online].
Available: https://www.ieice.org/ken/paper/20181213H1IM/eng

[42] L. Bing, H. Tomiyama, and L. Meng, ‘‘Frame detection and text line
segmentation for early Japanese books understanding,’’ in Proc. 9th
Int. Conf. Pattern Recognit. Appl. Methods, 2020, pp. 600–606, doi:
10.5220/0009179306000606.

[43] H. T. Nguyen, T. Nakamura, C. T. Nguyen, and M. Nakawaga, ‘‘Online
trajectory recovery from offline handwritten Japanese kanji characters
of multiple strokes,’’ in Proc. 25th Int. Conf. Pattern Recognit. (ICPR),
Jan. 2021, pp. 8320–8327.

[44] Y. Septiana, A. Mulyani, D. Kurniadi, and H. Hasanudin, ‘‘Handwritten
recognition of Hiragana and Katakana characters based on template
matching algorithm,’’ in Proc. IOP Conf. Mater. Sci. Eng., vol. 1098, no. 3,
Mar. 2021, Art. no. 032093.

[45] N. T. Ly, C. T. Nguyen, and M. Nakagawa, ‘‘Attention augmented convo-
lutional recurrent network for handwritten Japanese text recognition,’’ in
Proc. 17th Int. Conf. Frontiers Handwriting Recognit. (ICFHR), Sep. 2020,
pp. 163–168.

[46] L. Sichao and H. Miwa, ‘‘Algorithm using deep learning for recognition of
Japanese historical characters in photo image of historical book,’’ in Proc.
Int. Conf. Intell. Netw. Collaborative Syst. Cham, Switzerland: Springer,
2019, pp. 181–189.

[47] K. Ueki, T. Kojima, R. Mutou, R. S. Nezhad, and Y. Hagiwara,
‘‘Recognition of Japanese connected cursive characters using multiple
softmax outputs,’’ in Proc. IEEE Conf. Multimedia Inf. Process. Retr.
(MIPR), Aug. 2020, pp. 127–130.

[48] A. D. Le, ‘‘Detecting Kuzushiji characters from historical documents by
two-dimensional context box proposal network,’’ in Proc. Int. Conf. Future
Data Secur. Eng. Cham, Switzerland: Springer, 2019, pp. 731–738.

[49] W. H. Bangyal, A. Hameed, J. Ahmad, K. Nisar, M. R. Haque,
A. A. A. Ibrahim, J. J. P. C. Rodrigues, M. A. Khan, D. B. Rawat,
and R. Etengu, ‘‘New modified controlled bat algorithm for numerical
optimization problem,’’ Comput., Mater. Continua, vol. 70, no. 2,
pp. 2241–2259, 2022.

[50] S. Pervaiz, Z. Ul-Qayyum, W. H. Bangyal, L. Gao, and J. Ahmad,
‘‘A systematic literature review on particle swarm optimization techniques
for medical diseases detection,’’ Comput. Math. Methods Med., vol. 2021,
pp. 1–10, Sep. 2021.

[51] W. H. Bangyal, A. Hameed, W. Alosaimi, and H. Alyami, ‘‘A new initial-
ization approach in particle swarm optimization for global optimization
problems,’’ Comput. Intell. Neurosci., vol. 2021, pp. 1–17, May 2021.

VOLUME 10, 2022 75883

http://dx.doi.org/10.5220/0006225706060611
http://dx.doi.org/10.1007/978-3-319-68548-9
http://dx.doi.org/10.5220/0009179306000606


IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 62, NO. 8, AUGUST 2014 2951

Predicting the Performance of Cooperative Wireless
Networking Schemes With Random Network Coding
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Abstract—In this paper, we consider a cooperative wireless
network in which there are multiple sources and multiple relays.
Owing to unreliable wireless channels, the quality of network links
between nodes can vary. This results in the failure of intermediate
nodes that generate linear combinations of incoming messages in
network coding schemes. We propose an analytical framework to
evaluate the recovery performance of source messages at the base
station. To this end, we consider a random transmission matrix
in which each element of the transmission matrix is processed a
random variable, where its distribution is a function of the outage
probability. We derive an upper bound for the reconstruction
performance, i.e., decoding failure probability and nullity. The
proposed framework provides an evaluation tool that enables us to
investigate the impact of a large number of sources and relays, as
well as the field size of the network codes on system performance.

Index Terms—Cooperative network, network coding, upper
bound, rank.

I. INTRODUCTION

CHANNEL fading is one of the underlying causes of the
performance degradation in wireless networks. One naive

approach to combat channel fading is to increase the transmit
power. A more advanced approach is to utilize modern diver-
sity techniques, which can be performed without increasing
the transmit power. To date, numerous diversity techniques
have been proposed and employed in the time, frequency, and
space domains. Cooperative networking is one of the current
approaches that aim to utilize spatial diversity via user coop-
eration. Each user participates collaboratively, and shares the
benefit of a virtual antenna array in transceiver messages that
are available through another user’s antenna [1].

Network coding [2] first proposed by Ahlswede et al. is
shown to achieve maximum information flow in a single source
multicast network. Numerous efforts have subsequently been
attempted; these efforts focused on elucidating if network
coding can provide additional advantages compared to other
cooperative networking schemes. For example, network coding
over the binary field [3], [4] has shown to improve diversity gain
and provide higher spectral efficiency in wireless networks,
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whereas network coding with a nonbinary field further increase
those benefits [5]–[9]. In particular, numerous studies have
investigated the extent to which network coding can improve
the performance of media access control and routing protocols,
in terms of energy efficiency [22], transmission delay [24],
and throughput [23], [25], compared to traditional forward-
and-relay only based designs [19]–[21]. The performance of
cooperative wireless networking schemes with network coding
has been analyzed, and compared with erasure channel mod-
els [5]–[8], and error propagation models [30]–[33]. We will
further address recent cooperative communication schemes in
Section II by categorizing them with respect to their decoding
techniques, spectral efficiencies, and cooperative strategies.

Xiao and Skoglund [5], [6] recently proposed a network cod-
ing scheme called Dynamic Network Codes (DNC) to handle
a dynamic network topology. The inherent nature of wireless
channels implies that links are unreliable and that link failures
will occur randomly in the inter-user channels. DNC is perform
successfully over such a dynamic network channel topology, in
conjunction with techniques such as enhanced diversity order.
In the DNC schemes, multiple network code matrices are used;
each one is designed to handle a particular occurrence of link
outages. In particular, an intermediate node in a network may
fail to decode some of the messages received from the other
nodes. The intermediate node creates, and later on forwards it
to the base station, a linear combination of the messages which
it could only successfully decode, and then forwards it to the
base station. That is, a certain occurrence of link outages results
in a particular restriction to the elements of the network code
matrix. Thus, each network code matrix in the DNC scheme,
referred to as the transmission matrix in this paper, is designed
carefully so as to work effectively for the occurrence of a
specific set of link failures. In addition, Rebelatto et al. in [7]
and [8] extended the two-phase transmission framework of the
DNC to multiple phases, in the Generalized Dynamic Network
Codes (GDNC), to further enhance the transmission rate and
the diversity order.

In this paper, our goal is to focus on the system models of
the DNC and GDNC schemes, and provide a novel analysis
framework for them. As noted earlier, there are other recently
studied cooperative communications schemes, each with an
advantage in a different perspective such as spectral efficiency
and higher decoding performance. These will be discussed
further in Section II. The DNC and GDNC schemes are found to
be interesting due at least to the following two aspects: i) DNC
is the first network coding schemes designed for dynamic
network topology. To the best of the authors’ knowledge, DNC
is the first attempt to adaptively use different network code
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matrix as the link failure varies, and is designed to achieve the
so-called the min-cut capacity of randomly changing links [5],
ii) GDNC is shown to achieve full diversity order and increases
the transmission rate [7]. While a series of performance analy-
ses for DNC and GDNC.

Although a series of performance analyses for DNC and
GDNC are provided in [5]–[8], the authors rely on the ex-
haustive investigation of all individual network code matrices
to determine if the resultant transmission matrix at the base
station is sufficiently able to decode the source messages. This
is an exceedingly time-consuming and tedious process; thus, it
cannot be extended to larger and more general networks where
the link outage probabilities throughout the networks are, in
general, different from each other.

In particular, the performance analyses in [5]–[8] to de-
termine the probability of successful decoding at the base
station are performed only for small and non-general networks.
A successful decoding is assumed to be achieved when the
network code matrix at the base station has a sufficient number
of linearly independent vectors that at least equals the number
of unknown source messages. The successful event begins by
determining whether the rank of the network code matrix at the
base station is full. Then, the success probability is obtained
by adding all individual probabilities of such events over all
possible link failures. To achieve this outcome, the authors,
using Theorem 1 in [5] and Section V in [7], followed the ap-
proach of tracking down each network code matrix individually,
and determining if each was full in rank. This is an exhaustive
process. When the number of nodes in a network increases, it is
evident that this approach becomes intractable, because of the
exponential increase in possible combinations. For example, the
total number of distinct N ×N random matrices with full rank
is
∏N

i=1(q
N − qi−1) for the finite field of size q [10].

As a result, the analyses performed in [5]–[8] are limited
to small and homogeneous networks, i.e., a network of fewer
than 10 nodes, with link failure probabilities set to be equal
throughout the network. These methods are not suitable for
analyzing networks where nodes are randomly deployed in an
area of interests, and wireless networks present heterogeneous
link outage probabilities. The lack of a general and systematic
performance analysis framework to deal with such networks has
motivated this study.

In this paper, our main goal is to propose a novel evaluation
framework for cooperative network coding schemes. The con-
tributions of this work are summarized as follows.

• (Design of random transmission matrix) We model a
random transmission matrix with uniform and maxi-
mum distance separable (MDS) distributions in (6)–(8) of
Section IV. The elements of this matrix are represented
with random variables as a function of the outage probabil-
ity of each wireless link. This new system model, enables
us to avoid the exhaustive counting of each network code
metric occurrence.

• (Tight upper bounds to probability of decoding failure)
We derive a series of tight upper bounds on the probability
of failure. In particular, the dimension of the nullspace
of the random transmission matrix is used to derive an

TABLE I
SUMMARY OF RECENT TECHNIQUES FOR

COOPERATIVE COMMUNICATIONS

upper bound, as discussed in Proposition 3. It is then
linked to the decoding failure probability where the rank
of the network code matrix is not full, which is shown
in Theorem 4. The upper bounds have proven to be
considerably tight in comparison to simulation results.

• (Generality and scalability) The developed analysis
framework is general and scalable, offering the capability
of analyzing large wireless networks with random deploy-
ments where all outage probabilities of wireless links are
different. For example, consider the network scenario of
randomly deployed nodes shown in Fig. 6 in Section VI.
In addition, the developed framework can handle a large
cooperative network that has more than 100 nodes. To
the best of our knowledge, this scale of wireless networks
is unprecedented in DNC and GDNC performance eval-
uations. The proposed framework enables us to investi-
gate its impact on the successful reconstruction of source
messages based on varying outage probabilities, and on
various key parameters such as the number of relays and
the field sizes in DNC and GDNC schemes.

The remainder of this paper is organized as follows. We
review other recent cooperative communications techniques in
Section II. We explain our cooperative model for wireless
networks in Section III. In Section IV, we model a transmis-
sion matrix in terms of an outage probability. In Section V,
we calculate upper bounds for the reconstruction performance
of cooperative frameworks with various types of link con-
nectivity. Finally, we evaluate the proposed framework in
Section VI, and conclude the paper in Section VII.

II. OTHER RECENT WORKS AND RELATION TO OUR WORK

In this section, and in Table I, we provide an overview of
the prevalent cooperative communications schemes believed to
be closely related to the network coding schemes considered in
this paper.

Two decoding approaches in cooperative wireless commu-
nications have been recently considered. The first is the Maxi-
mum Ratio Combining (MRC) decoding scheme [4], [13]–[15].
The main idea is to configure the network to coordinate the
transmissions, and repeat a signal with a weak signal-to-noise
ratio (SNR) multiple times over independent fading channels.
In this manner, MRC allows the destination to maximize SNR.
To implement an MRC scheme, all decoding information, as
well as the success or failure of each source message at the
base station, should be identified and forwarded to the relays.
This is required to determine the source of the SNR, for which
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retransmission was required. To enable its deployment in large-
scale networks, the scheduling issue must be resolved.

Recently, two research groups have proposed advanced co-
operative network schemes to achieve high spectral efficiency.
In [16], Youssef and Amat have proposed the use of non-
orthogonal channel allocation to improve spectral efficiency.
For wireless networks where a multiuser detection receiver is
utilized at the base station, cooperative transmission protocols
with high spectral efficiency have been developed [17]. Further-
more, the work describe in [18] has aimed at improving the
spectral efficiency of cooperative systems using superposition
coding and iterative detection methods.

We believe our analysis framework could be utilized in [16]
with a necessary but simple modification. The first aspect to
consider is that all wireless channels should not be modeled in-
dependently from each other anymore. The outage probabilities
are not independent from each other. This can be achieved by
designing a joint probability distribution for the random matrix.
The probability that the random transmission matrix is not full
rank can be obtained by considering such an event over the
joint probability distribution. For more details, we will show
Example 3 for channel correlation cases in Section V-B of this
paper.

Using network coding on lattice codes, Nazer and Gast-
par recently proposed the compute-and-forward (CF) relaying
scheme [34]. In CF, a relay is configured with a linear combi-
nation of multiple codeword signals, which are simultaneously
transmitted and superposed in the air. The key idea of using
CF relaying in network coding is to utilize the property of the
lattice code property stating that the integer combination of
lattice codewords remains a lattice codeword. Thus, the relay
receives a codeword with additive noise. After a denoising step,
the relay retransmits the decoded lattice codeword to the base
station. Therefore, the benefit of using CF relaying in network
coding is evident. Because the transmissions from all sources to
the relay are performed simultaneously, the spectral efficiency
is significantly enhanced.

There are two widely recognized cooperative relaying strate-
gies, referred to as amplify-and-forward (AF) [1], [35] and
decode-and-forward (DF) [1], [36]. AF and DF cooperative
relaying strategies perform effectively in either low or high
SNR regimes, while CF approach offers advantages in moderate
SNR regimes where both interference and noise are significant
factors [34]. The DNC and GDNC schemes considered in this
paper are categorized as DF based network coding strategies.

Cooperative wireless communications with multiple sources
and multiple relays closely related to our work have attracted sig-
nificant attention because of their higher achievability rate [26],
better error performance [28], [29] and diversity-multiplexing
tradeoffs [9], [27]. There are two types of error propagation
models worth that should be considered here. The authors in
[30]–[33] assume a network channel model where erroneous
messages are permitted to propagate throughout the network.
For the erasure channel model, [5]–[8], erroneous messages at
the relays are discarded, to avoid unnecessary error propagation
caused by encoding and forwarding operations.

Recent studies [5]–[12] closely related to this paper have
focused on the performance analysis and the design of network

Fig. 1. An (N,M) cooperative network with N sources and M relays.

code matrices for cooperative networks with erasure channel
models. In particular, in order to maximize diversity order in
a multiple-access network, the problem of designing network
code matrices subject to link failures was studied [5]–[8], to
maximized diversity order in a multiple-access network. In [7],
it is shown that the design of network code matrices is equiv-
alent to the design of linear block codes for erasure correction
coding. It was shown that maximum diversity order is guaran-
teed if an MDS code generator matrix of MDS codes is utilized
as the network code matrix. In addition, Nguyen et al. [11]
have defined upper and lower bounds on GDNC scheme recov-
ery performance. For random linear network coding schemes,
Trullols-Cruces et al. [10] have derived the exact decoding
probability of obtaining network codes of full rank.

III. COOPERATIVE NETWORK

We consider an (N,M) cooperative scheme for wireless
networks as shown in Fig. 1, in which there are N sources,
{U1, U2, . . . , UN}, and M relays, {R1, R2, . . . , RM}. There
are two cooperating transmission phases: broadcasting and re-
laying. In the broadcasting phase, each source transmits its mes-
sage to the base station (BS). Owing to the nature of wireless
channels, the relays in this phase can, in general, receive and
successfully decode the messages from the sources. In the relay
phase, each relay can generate a parity message constructed
from a linear combination of these messages, and forward it to
the BS. In this work, we assume that the received message for
a single channel is considered either completely corrupted—an
outage and therefore not available at the receiver—or error-free,
i.e., no outage. For more complicated cooperative communica-
tions error models that have been studied in [30]–[33], we have
included a discussion in Section II.

For both transmission types, we assume that in both trans-
missions all transmitters send their signals through orthogonal
channels using either time- or frequency-division multiple ac-
cess, and that all channels are spatially independent, flat-faded,
and perturbed by additive white Gaussian noise (AWGN). We
further assume that the channel gains are independent in both
the broadcasting and relay phases. A discussion is included in
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Section II in which no orthogonal transmissions are utilized and
inter-user channels are not independent.

In the broadcasting phase, the signal yu,d1
received at node d1

for d1∈{R1, R2, . . . , RM , BS} is given by yu,d1
=
√
Puhu,d1

xu,d1
+ nu,d1

, where u denotes the transmitter node, i.e., u ∈
{U1, U2, . . . , UN}; Pu denotes the transmit power at node u;
hu,d1

denotes the channel gain between the two nodes u and
d1, which is a circular symmetric complex-valued Gaussian
random variable with zero mean and variance σ2

u,d1
/2 per

dimension; xu,d1
is the signal transmitted from node u; and

noise nu,d1
denotes the complex-valued AWGN with zero mean

and variance N0/2 per dimension. In the relay phase, the sig-
nal yr,d2

received at the BS is yr,d2
=

√
Prhr,d2

xr,d2
+ nr,d2

,
where r denotes the relay node, i.e., r ∈ {R1, R2, . . . , RM};
d2 denotes the BS; Pr denotes the transmit power at relay
node r; hr,d2

denotes the channel gain between the relay node
r and the BS, which is a circular symmetric complex-valued
Gaussian random variable with zero mean and variance σ2

r,d2
/2

per dimension; xr,d2
is the signal transmitted from relay node r;

and noise nr,d2
denotes the same AWGN as in the broadcasting

phase. For Rayleigh fading channels, the variances of channel
gains are defined as σ2

u,d1
:= ρ−η

u,d1
and σ2

r,d2
:= ρ−η

r,d2
, letting

ρu,d1
and ρr,d2

be the distances for u-to-d1 and r-to-d2, respec-
tively, and η be the path-loss exponent, i.e., 2 ≤ η ≤ 6 [37].
Throughout this paper, we use η = 3. The instantaneous SNRs
of the two channels are denoted as γu,d1

:= |hu,d1
|2Pu/N0 and

γr,d2
:= |hr,d2

|2Pr/N0.
Let Rth be the predefined threshold of the spectral efficiency

in bits/s/Hz. For both phases, we utilize the following outage
probabilities based on [1] and [38],

δu,d1
= Pr {log (1 + γu,d1

) < Rth} , (1)

and

δr,d2
= Pr {log (1 + γr,d2

) < Rth} . (2)

Throughout this paper, we use Rth = 1 bit/s/Hz. Each of
the outage probabilities is a function of the instantaneous SNR
and the distance between two nodes. We can use these outage
probabilities to model the elements of a transmission matrix.

IV. MODELING OF TRANSMISSION MATRICES

A. Transmission Matrix

We utilize the outage probabilities defined in Section III to
model the elements of the transmission matrix. A random trans-
mission matrix can be used to represent a family of network
coding matrices for an (N,M) cooperative scheme shown in
Fig. 1 in which two transmissions occur over a multiple access
network with N sources and M relays. Let Fq be a finite field
of size q. Let x ∈ F

N×1
q denote the N × 1 vector of transmitted

messages, y ∈ F
(N+M)×1
q denote the (N +M)× 1 vector of

messages received at the BS, and A ∈ F
(N+M)×N
q denote the

(N +M)×N transmission matrix. The vector y received at
the BS is then given by

y = Ax, (3)

Fig. 2. The (2,1) cooperative wireless network with N = 2 and M = 1. The
solid lines indicate the broadcasting phase, and the dashed line indicates the
relay phase.

where the transmission matrix A consists of the N ×N direct
matrix D and the M ×N combination matrix P; i.e., A :=[
D
P

]
. Note that all of the arithmetic operations are performed

over finite fields.
The direct matrix D can be modeled as a diagonal matrix,

i.e., one with zeroes for all off-diagonal elements. If there are
no outage events for the channel links between the sources and
the BS, the diagonal elements of this direct matrix are all set to
one; otherwise, the corresponding elements are set to zero. Let
αii denote the ith diagonal element of D, i.e., αii ∈ {0, 1} for
i ∈ {1, 2, . . . , N}, then the ith element yi,1 of y is represented
as yi,1 = αiixi, where xi ∈ Fq denotes the ith element of x,
and 1 in the subscript of yj,1 indicates the broadcasting phase
for j ∈ {1, 2, . . . ,M}. Let βji ∈ Fq denote an element of P,
then the (N + j)th element yj,2 of y is represented by yj,2 =∑N

i=1 βjixi, where 2 in the subscript of yj,2 indicates the relay
phase. As the BS receives N +M messages from N sources
and M relays, we can represent the transmission matrix as⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1,1
...

yN,1

y1,2
...

yM,2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

α11 · · · 0
...

. . .
...

0 · · · αNN

β11 · · · β1N
...

. . .
...

βM1 · · · βMN

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣
x1

x2
...

xN

⎤
⎥⎥⎦ . (4)

Note that all elements of the transmission matrix A are
random variables except for the off—diagonal terms of D. The
following simple example illustrates the method for determin-
ing the elements of the transmission matrix.

Example 1: Consider two sources (U1 and U2) and one relay
(R1) in a (2, 1) cooperative wireless network shown in Fig. 2.
Let the size of the finite field for the network coding be 2,
q = 2. In the broadcasting phase, source U1 transmits message
x1 to the BS and relay R1, while U2 transmits message x2

to the BS and R1. The relay overhears, decodes, and then
linearly combines the decoded messages to generate a parity
message that is forwarded to the BS. Thus, the BS receives
three messages: x1 and x2 from the respective sources and a
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TABLE II
DETERMINATION OF THE TRANSMISSION MATRIX FOR ALL CASES

OF FAILURES FOR q = 2, WHERE “O” INDICATES NO OUTAGE,
“×” INDICATES AN OUTAGE, AND “−” INDICATES DON’T CARE

parity message from the relay. This transmission mechanism is
depicted in Fig. 2.

The transmission matrix in this example is given by⎡
⎣ y1,1y2,1
y1,2

⎤
⎦ =

⎡
⎣α11 0

0 α22

β11 β12

⎤
⎦[x1

x2

]
. (5)

Here, the connectivities of the channel links (U1-BS and
U2-BS) are represented by α11 and α22 in the transmission
matrix. If a channel link (U1-BS) or (U2-BS) incurs an outage,
then its associated connectivity, α11 or α22, will be set to zero;
otherwise, this element is set to one. Similarly, two elements
β11 and β12 represent the joint factors of the qualities of the
three channel links: (U1 −R1), (U2 −R1), and (R1-BS). If
both links, (U2 −R1) and (R1-BS), do not simultaneously
incurs outages, β12 is set one; conversely, if either of the
two links undergoes an outage, β11 will be set to zero. Thus,
the transmission matrix will be determined by the condition
of all five channel links in the wireless network, and if the
transmission matrix at a given condition has full rank, the BS
can successfully decode the two source messages x1 and x2.
Table II summarizes all outage events of the transmission
matrix for the (2,1) cooperative wireless network in which there
are two sources and one relay. �

B. Modeling of Random Elements

In this subsection, we provide techniques for defining the
elements of the transmission matrix as random variables. We as-
sume that all outage events are mutually independent from each
other, which is reasonable for typical wireless networks. Then,
the probability distribution of the elements can be determined
based on the outage probabilities of the wireless channels as
follows. First, the probability distribution for each diagonal
element of D is modeled using the outage probability of the
source-to-BS channels. Second, by simultaneously considering
the outage events in both channels (i.e., source-relay and relay-
BS), we determine the probability distribution for each element
of P.

To model each diagonal element of D, the probability of
the ith diagonal element αii, i ∈ {1, 2, . . . , N}, can be defined
from the set of possible outage events between the sources and
the BS in the broadcasting phase as:

Pr{αii = θ} =

{
δUi,BS if θ = 0,

1− δUi,BS if θ = 1, (6)

where δUi,BS the outage probability defined in (1) where an
outage occurs in the single link between the ith source Ui and
the BS.

Next, to model each element of the combination matrix P,
we consider two types of probability distributions. The first is to
permit the nonzero values of each element in P to be uniformly
distributed. This distribution is reasonable, considering the
recent result in [39] where it is acknowledged that a uniform
distribution for linear network coding provides various benefits,
inlcuding decentralized operation and robustness to network
changes or link failures in multisource, multicast networks.
The second is to allow the nonzero value to be predetermined.
This specific value can be set using MDS codes [40] in coding
theory. It is well known that MDS codes achieve the Singleton
bounds. This supports the consideration of MDS codes for
optimum reconstruction performance. In the latest literature,
Rebelatto et al. [7] have proved that a systematic MDS code
generator matrix, operating over sufficiently large finite fields
such as the transmission matrix, is sufficient for obtaining full
diversity in cooperative networks. However, MDS codes use
a large field size so that may result in excessive complexity,
especially in the cases where the dimension of the code is large.

1) Uniform Distribution: When modeling the elements of
the combination matrix P, we have to consider the outage
events in both the source-to-relay and relay-to-BS links, as the
occurrence of either or both of these events will prevent the
relay from delivering the source message to the BS. Let Ēj
and Ej denote the nonoccurrence and occurrence of an outage
from the jth relay Rj , j ∈ {1, 2, . . . ,M}, to the BS, respec-
tively. Thus, both probabilities are: Pr{Ēj} = 1− δRj ,BS and
Pr{Ej} = δRj ,BS . Because the outage event from a source to a
relay is independent of any other outage events, the conditional
probability Pr{βji = θ|Ēj} of this element of the combination
matrix P can be modeled as

Pr{βji = θ|Ēj} =

{
δUi,Rj

if θ = 0,(
1− δUi,Rj

)
/(q − 1) if θ �= 0,

(7)

where δUi,Rj
denotes the probability that the outage occurs

from the ith source Ui to the jth relay Rj . Each outage
probability δUi,Rj

can be determined independently in (1).
In (7), the elements of P are nonzero when both outage

events do not occur simultaneously; however, when an outage
event from the jth relay to the BS occurs, i.e., when Ej is
true, the conditional probability is set as Pr{βji = 0|Ej} = 1,
regardless of the condition of the outage event (source-relay).

2) MDS Distribution: Next, we consider modeling the el-
ements of P based on the systematic generator matrix of
MDS codes. The difference from the aforementioned uniform
distribution is that the nonzero value of each element should
be taken from the pertinent value of a predefined MDS code.
In this subsection, we refer to this as the MDS distribution. By
considering the MDS distribution, we can compare its recon-
struction performance to that of the uniform distribution given
in (7). For the MDS distribution, the conditional probability
Pr{βji = θ|Ēj} defined similarly to that in (7) is given by

Pr{βji = θ|Ēj} =

{
δUi,Rj

if θ = 0,
1− δUi,Rj

if θ = χ,
0 otherwise,

(8)
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where χ denotes the coefficient that is predefined from the
systematic generator matrix of MDS codes. To generate this
code, we used the software application SAGE [41]. For N = 8
and M = 4, for example, the 4 × 8 submatrix of the systematic
MDS code is:⎡

⎢⎣
9 13 14 7 2 15 13 12
15 3 9 12 12 10 12 2
14 9 12 7 8 1 3 7
4 5 5 10 9 3 4 1

⎤
⎥⎦ . (9)

In example (9), the conditional probability Pr{β11 = 9|Ē1} is
1− δU1,R1

, and for any θ ∈ F16 \ {0, 9}, it is set to zero, i.e.,
Pr{β11 = θ|Ē1} = 0. Based on this, we can investigate the
improvement in the reconstruction performance that is achieved
when using MDS codes in a cooperative wireless network.

Remark 1: In this work, we assume that all the inter-node
channels are independent from each other. Thereby, probability
distributions of random elements are defined independently.
If channel correlations are considered, the distributions, i.e.,
(6)–(8), should be modeled as a joint distribution correspond-
ing to the channel correlation. Using joint distributions, we
can evaluate the performance of correlated wireless network
coding schemes. Example 3 in Section V-B of this paper
shows that the proposed framework can be extended to correla-
tion cases. A generalized version of the proposed framework
for channel correlations will be another direction of future
research.

V. UPPER BOUND ON RECONSTRUCTION OF MESSAGES

If a transmission matrix for a dynamic network topology
randomly generated using the probability distributions given in
(6)–(8) has full rank, the BS can uniquely decode all messages
from all sources. In this section, we aim to derive an upper
bound on the decoding failure probability, and the dimension
of the nullspace of the random transmission matrix of an
(N,M) cooperative wireless network. We then connect them to
investigate the manner in which network coding performance
varies based on wireless channel conditions, the number of
relays, field sizes, and the positions of nodes deployed in a 2D
space. Throughout this paper, we use the random transmission
matrix as a bold face, i.e., A, while the realized transmission
matrix in sans-serif style, i.e., A.

We define the dimension of the nullspace within the col-
umn space of a transmission matrix as follows. Let A be
an (N+M)×N matrix over the finite field with size q as
Fq . Based on linear algebra theory, the columns A1, . . . ,
AN of A are linearly dependent if and only if a vector c=
(c1, . . . , cN )∈F

N
q such that exists, with at least one nonzero

ci, such that

N∑
i=1

ciAi = 0. (10)

Definition 1. (Number of Nonzero Coefficient Vectors): Let
L(A) be the number of all such nonzero vectors c belonging
to the nullspace of the given matrix A. Let the column rank of

a realized transmission matrix be rank(A). Thus, L(A) can be
represented as

L(A) = qN−rank(A) − 1. (11)

Definition 2. (Nullity): Let nullity(A) be the dimension of
the nullspace in the column space of A.

Proposition 3: For a random matrix A, the expectation
of the nullity of A is upper bounded by E[nullity(A)] ≤
logq(E[L(A)] + 1), where E[·] denotes the expectation.

Proof: For any (N +M)×N matrix A, we follow
nullity(A) = N − rank(A), known as the rank-nullity theorem
of linear algebra [42]. Considering the expectation for a ran-
dom transmission matrix in both sides of (11), we obtain the
following upper bound using Jensen’s inequality:

E [nullity(A)] :=N − E [rank(A)]

=E
[
logq (L(A) + 1)

]
≤ logq (E [L(A)] + 1) . (12)

The proof of Proposition 3 is complete. �
Theorem 4: Let Pfail be the decoding failure probability for

the reconstruction of source messages. Then, Pfail≤min{1, 1/
(q − 1)E[L(A)]}.

Proof: The probability Pfail is defined and upper
bounded by

Pfail = Pr {rank(A) < N}

= Pr

{
∃c :

N∑
i=1

ciAi = 0

}

(a)

≤
∑

c∈FN
q \{0T }

Pr{Ac = 0T }

=E [L(A)] . (13)

where inequality (a) is due to the union bound; note
that E[L(A)] =

∑
c∈FN

q \{0T } Pr{Ac = 0T }. Then, the upper
bound on the probability Pfail can be tightened as

Pfail ≤ min

{
1,

1

q − 1
E [L(A)]

}
, (14)

where the 1/(q − 1) factor is due to the following rea-
son. Suppose a nonzero vector c exists such that Ac = 0T .
Then, other q − 2 nonzero vectors θc, θ2c, . . . , θq−2c cer-
tainly exist for a primitive element θ ∈ Fq \ {0}, where each
satisfies Aθic = 0T for i ∈ {1, . . . , q − 2}. Then, we note⋃

c1∈{θc,...,θq−2c}{A : Ac1 = 0T } = {A : Ac = 0T }. �
Remark 2: Proposition 3 and Theorem 4 provide a ground-

work novel performance evaluation framework of cooperative
wireless network coding schemes. These results enable us to
calculate the decoding failure probability without an exhaustive
search of all possible individual cases. They are new key steps
that enable the evaluation framework to be computationally
efficient, are not available in the literature, for example [5]–[8].

Next, we will derive E[L(A)] for three types of cooperative
wireless networks.
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A. Homogeneous and Heterogeneous Connectivity

In this subsection, we aim to find E[L(A)] for two cases:
i) homogeneous connectivity in which all outage probabilities
in the wireless network are equal; i.e., δ = δUi,BS = δUi,Rj

=
δRj ,BS given in (1) and (2) for i ∈ {1, 2, . . . , N} and j ∈
{1, 2, . . . ,M}, assuming that all the channel qualities in net-
works are equal, and ii) heterogeneous connectivity in which
two types of outage probabilities exist, i.e., δ1 = δUi,BS =
δUi,Rj

and δ2 = δRj ,BS , with each outage probability assumed
to be merely a function of transmit power. Note that each
element of a random matrix follows the probability distributions
defined in (6) and (7).

Let Sk denote the probability, Sk := Pr{∑k
i=1 βji = 0}, for

the sum of the first k random elements, k ∈ {1, 2, . . . , N}, in
the jth row of a combination matrix P. For the homogeneous
case, Lemma 5 provides this probability Sk.

Lemma 5: For the homogeneous connectivity with the dis-
tributions (6) and (7), the probability Sk is given by

Sk=δ+(1−δ)

(
q−1+(1−q−1)

(
1− 1−δ

1−q−1

)k
)
. (15)

Proof: See Appendix A. �
Before attempting to derive E[L(A)] of a random matrix A

from Lemma 5, recall that L(A) is the number of all nonzero
vectors c satisfying the linear dependency in (10). The follow-
ing Proposition 6 gives E[L(A)] for the homogeneous (N,M)
wireless cooperative network.

Proposition 6: Given an (N,M) cooperative network with
the homogeneous connectivity based on some outage probabil-
ity δ, E[L(A)] of a (N +M)×N random transmission matrix
A over the finite field Fq is

E [L(A)] =

N∑
k=1

(
N

k

)
(q − 1)kδk

[
δ + (1− δ)

×
(
q−1 + (1− q−1)

(
1− 1− δ

1− q−1

)k
)]M

. (16)

Proof: See Appendix B. �
Consider E[L(A)] under the heterogeneous case; i.e., δ1 =

δUi,BS = δUi,Rj
and δ2 = δRj ,BS . In the following section, we

aim to study the manner in which the outage probabilities δ1
and δ2 affect the recovery performance, assuming that these
outage probabilities rely on the transmit power at the sources
and relays.

Proposition 7: Given the heterogeneous (N,M) cooperative
network defined by the two outage probabilities δ1 and δ2,
E[L(A)] of a (N +M)×N random transmission matrix A
over finite fields Fq is given by

E [L(A)] =
N∑

k=1

(
N

k

)
(q − 1)kδk1

[
δ2 + (1− δ2)

×
(
q−1 + (1− q−1)

(
1− 1− δ1

1− q−1

)k
)]M

. (17)

The proof is omitted. However, it can be proved by follow-
ing the formalism given in Proposition 6, using two outage

probabilities, δ1 and δ2, instead of single outage probability as
in Proposition 6.

B. General Connectivity

Thus far, we have obtained E[L(A)] of a random transmis-
sion matrix A for homogeneous and heterogeneous cases. In
this subsection, we extend it to a more general case where
δUi,Rj

, δRj ,BS , and δUi,BS are used as defined in Section III.
Outage probabilities for the wireless links are obtained using
(1) and (2), which are functions of transmit power and variance
of the channel gain. After obtaining the outage probability for
the each link, we determine the probability distributions for all
elements in A. We call this the general connectivity case. Since
it involves an exhaustive search of combinations of column
vectors in a random matrix, the general connectivity requires
a more complicated computation than that of the homogeneous
and heterogeneous connectivity to derive E[L(A)] where the
proposed approach using the upper bound on the dimension of
nullspace will be most effective.

Proposition 8: Given an (N,M) cooperative network with
the general connectivity based on the outage probabilities de-
fined in (1) and (2), E[L(A)] of a (N +M)×N random
transmission matrix A over finite fields Fq is

E [L(A)] =

N∑
k=1

(q − 1)kQk, (18)

where Qk :=
∑|Lk |

l=1 Qk,l, l∈{1, 2, . . . , |Lk|}, |Lk| :=
(
N
k

)
, and

Lk,l is the lth entry of a set Lk. Let Lk denote the collection of
the sets of k distinct indices among [N ] := {1, 2, . . . , N}, i.e.,
Lk :={{λ1, λ2, . . . , λk} : λi ∈ {1, 2, . . . , N}, λi �= λj , i �= j}.
Qk,l := Pr{∑i∈Lk,l

ciAi = 0}.
Proof: See Appendix C. �

We use Proposition 8 to obtain E[L(A)] for q = 2 in a (2, 1)
cooperative wireless network as follows.

Example 2: Let us consider a (2, 1) cooperative wireless
network for q=2, N=2, and M=1. There are three nonzero
vectors c in F

2
2: (10), (01), and (11). For each nonzero vector,

we obtain the probability Qk,l as follows. First, the probability
Q1,1 is

Q1,1 = Pr{c1A1 = 0}
= Pr{α11 = 0}Pr{β11 = 0}
= δU1,BS (δR1,BS + (1− δR1,BS) δU1,R1

) . (19)

The probability Q1,2 is

Q1,2 = Pr{c2A2 = 0}
= Pr{α22 = 0}Pr{β12 = 0}
= δU2,BS (δR1,BS + (1− δR1,BS) δU2,R1

) . (20)

The probability Q2,1 is

Q2,1 = Pr{c1A1 + c2A2 = 0}
= Pr{α11 = 0}Pr{α22 = 0}Pr{β11 + β12 = 0}
= δU1,BSδU2,BS (δR1,BS

+ (1− δR1,BS) Pr{β11 + β12 = 0|Ē1}
)
. (21)
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In this example, E[L(A)] is then given by

E [L(A)] = Q1,1 +Q1,2 +Q2,1. (22)

�
In addition, it would be intriguing to determine if the pro-

posed evaluation framework developed thus far can be extended
to cases where the outages between different links are not
independent, but correlated. Such cases may occur when the
channels between two nodes are not perfectly orthogonal. Then,
such a case becomes an interesting problem to show how the
proposed evaluation framework can be utilized to compute
the decoding failure probability in the correlated link outages
cases. In general, this is a difficult task and would require
an additional research paper to effectively provide all details.
These details will be provided in a future work. In this paper, we
aim to show that the framework is extendible to correlated link
outage cases.

For this purpose, we again utilize Proposition 8 to compute
E[L(A)] and extend Example 2 for correlated cases. The outage
probabilities are not independent from each other. This can be
addressed by considering a joint probability distribution for the
random matrix. Using the joint probability distribution, we can
again compute the last line of (44) in Appendix, instead of the
product of probabilities. This is the main change that allows
correlated cases to extend the proposed evaluation framework.
In Example 3, given the joint probability distributions, we
compute Q1,1, Q1,2, and Q2,1 as shown in Example 2.

Example 3: Consider a (2, 1) cooperative wireless network
for q = 2, N = 2, and M = 1. There are two sets of channel
correlations that are assumed in this example. The first set
of correlated channels is between U1 −R1 and U2 −R1; the
second set of correlated channels is between U1-BS and U2-
BS. We assume that all other combinations of channels are
mutually independent. Note that both sets of correlations occur
in the broadcasting phase. A pair of two outage events, U1-BS
and U2-BS, create a joint probability as Pr{α11 = θ1, α22 =
θ2} = Θθ1,θ2 for each (θ1, θ2) ∈ F

2
2, where

∑
θ1,θ2

Θθ1,θ2 = 1.
For example, when both channels are simultaneously success-
ful during the broadcasting phase, we can set the particular
probability as Pr{α11 = 1, α22 = 1} = Θ1,1. Similarly, other
probabilities can be defined according to the conditions of the
two outage events, U1-BS and U2-BS. Note that the condi-
tional joint probability is set as Pr{β11 = 0, β12 = 0|E1} = 1
since the two elements, β11 and β12, are zero when the
channel outage between R1 and the BS occurs. In addition,
a set of the two outage events, U1 −R1 and U2 −R1, can
determine the values of the two random elements β11 and β12

once the channel outage between R1 and BS does not occur,
i.e., when Ē1 is true. In this case, let the conditional joint
probability distribution be known acknowledged and given as
Pr{β11 = γ1, β12 = γ2|Ē1} = Γγ1,γ2

for each (γ1, γ2) ∈ F
2
2,

where
∑

γ1,γ2
Γγ1,γ2

= 1. For q = 2, Table III summarizes
this conditional joint probability distribution according to the
conditions of the two outage events U1 −R1 and U2 −R1.

For three nonzero vectors c in F
2
2, we can again compute

Q1,1, Q1,2, and Q2,1. The computation of Q1,1 and Q1,2 is

TABLE III
DETERMINATION OF THE CONDITIONAL JOINT PROBABILITY FOR

THE TWO ELEMENTS β11 AND β12, WHERE “O” INDICATES

NO OUTAGE AND “×” INDICATES AN OUTAGE

straightforward because of our assumption that the two sets of
channel correlations are independent. The results are

Q1,1=(Θ0,0+Θ0,1) (δR1,BS+(1−δR1,BS) (Γ0,0+Γ0,1)) (23)

and

Q1,1=(Θ0,0+Θ1,0) (δR1,BS+(1−δR1,BS) (Γ0,0+Γ1,0)) (24)

The computation of Q2,1 is given as follows:

Q2,1 = Pr{c1A1 + c2A2 = 0}
= Pr{α11 = 0, α22 = 0, β11 + β12 = 0}
= Pr{α11 = 0, α22 = 0, β11 + β12 = 0|E1}Pr{E1}
+ Pr{α11 = 0, α22 = 0, β11 + β12 = 0|Ē1}Pr{Ē1}

(a)
= Pr{α11 = 0, α22 = 0}

× (Pr{β11 + β12 = 0|E1}Pr{E1}
+ Pr{β11 + β12 = 0|Ē1}Pr{Ē1}

)
=Θ0,0 (δR1,BS + (Γ0,0 + Γ1,1) (1− δR1,BS)) , (25)

where equality (a) is based on the fact that the relation between
the two sets, (α11, α22) and (β11, β12), is independent. We
finally obtain E[L(A)] = Q1,1 +Q1,2 +Q2,1 for correlated
cases by using the proposed evaluation framework. �

C. Asymptotic Nullity

In practice, the computation of (18) requires a significant
amount of time, because all combinations of column vectors
must be collected as the number of sources and relays increases.
In larger networks, this process is complicated; therefore, it
will be beneficial to reduce the resources required for this
computation. In this subsection, we aim to obtain an asymptotic
form of (18) for utilization in large-scale networks.

As previously mentioned, the homogeneous connectivity
scheme is a specific case among general connectivity schemes.
We can exhibit a simple form of E[L(A)] in terms of Qk for the
homogeneous topology of cooperative networks. Based on this
approach, we can obtain an asymptotic result of (18) in general
connectivity schemes. Let us consider E[L(A)] for q = 2 in
the homogeneous connectivity. Thus, E[L(A)] =

∑N
k=1 Qk in

(18). Using (44), Q1 is given by

Q1 = NδS1. (26)
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Fig. 3. The nullity of random matrix A for a homogeneous (10, M ) cooperative wireless network with N=10 and M=3, 10, and 20. Solid lines indicate the
upper bounds on E[nullity(A)] using Proposition 6, and markers indicate numerically simulated results of E[nullity(A)], respectively: (a) q = 2 and (b) q=4.
Fig. 3(c) shows E[nullity(A)] with different field sizes from q = 2 to 32 under fixed N = 10, M = 10, and δ = 0.05.

For k = 2, we have Q2 =
(
N
2

)
δ2S2. We further obtain Q3 =(

N
3

)
δ3S3 for k = 3. The general expression of Qk is given by

Qk =

(
N

k

)
δkSk. (27)

In this case, E[L(A)] in (18) is

E [L(A)] =
N∑

k=1

(
N

k

)
δkSk. (28)

In high SNR regions, assuming δ is small, an approximation
form of (28) is obtained as

E [L(A)] =

N∑
k=1

Qk

(a)≈
(
N

1

)
δS1 +

(
N

2

)
δ2S2, (29)

where (a) is based on the fact that the order of Qk for k ≥ 3 is
greater than two with respect to δ. This approximation indicates
that for the computation of E[L(A)], two terms Q1 and Q2

are sufficient in high SNR regions. Therefore, in the high SNR
regions, E[L(A)] converges to the second order of the transmit
SNR. For any finite field and the general connectivity, this
approximation is satisfied.

Corollary 9: Given an (N,M) cooperative network with
general connectivity having the distributions (6) and (7),
E[L(A)] is simplified in the high SNR regime

E [L(A)] ≈ (q − 1)Q1 + (q − 1)2Q2. (30)

Remark 3: Proposition 8 provides a closed-form solution to
the expectation of the number of nonzero vectors in the nullspace
of the random transmission matrix A. This enables us to
evaluate the performance of a general network with randomly
deployed nodes, without separately processing each count of
transmission matrix count. Corollary 9 is a closed-form approx-
imation of (18) that is useful for performance evaluations of
large size networks.

VI. NUMERICAL AND SIMULATION RESULTS

In this section, the performance of source message recon-
struction at the BS is investigated by utilizing the proposed
evaluation framework, i.e., E[nullity(A)] and Pfail. For the
homogeneous connectivity scheme, we employ Proposition 6
to analytically derive the upper bound on E[nullity(A)] defined
in Section V as a function of the outage probability of the
single channel link. We compare the upper bounds with the
numerically simulated results of E[nullity(A)] as well as Pfail.
Subsequently, we employ Proposition 8 to investigate the upper
bounds of a general cooperative network in which sources
and relays are deployed in a 2D space. Furthermore, we show
the results of the upper bound on E[nullity(A)] and Pfail for
a given transmission matrix to investigate the impact of the
number of relays and the field size of network coding.

Fig. 3 shows analytically obtained upper bounds and numer-
ically averaged results of E[nullity(A)] for a random transmis-
sion matrix in a (10, M ) cooperative wireless network given the
homogeneous connectivity scheme, where N = 10 and M = 3,
10, and 20 for q = 2 in Fig. 3(a), and 4 in Fig. 3(b). We observe
that E[nullity(A)] increases as the outage probability slightly
increases. Based on Fig. 3(b), it is evident that a nonbinary
network coding scheme provides superior reconstruction per-
formance for source messages at the BS when compared to
binary coding; moreover, increasing the field size of network
coding also improves recovery performance. As the outage
probability is reduced to zero, E[nullity(A)] approaches zero
for all field sizes.

Fig. 4 shows the analytically derived upper bounds using
Proposition 7 for a heterogeneously connected (20, 20) coop-
erative wireless network. Regardless of the value of δ2, when
the outage probability δ1 approaches one, E[nullity(A)] barely
reaches 20 for both field sizes, i.e., q=2 and 4. This indicates
that all channel links undergo outage events, causing all ele-
ments of the transmission matrix to become zero. In Fig. 4(a),
for q=2, there is an oscillation in the proximity of δ1 = 0.3
such that E[nullity(A)] decreases as δ1 increases to 0.3, and
beyond this point E[nullity(A)] increases. This oscillation also
appears in Fig. 3(a). This behavior results from the fact that
the rows of P tend to be identical as the outage probabilities
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Fig. 4. Upper bounds on E[nullity(A)] using Proposition 3 and 7 in a heterogeneous (20, 20) cooperative wireless network with two outage probabilities δ1
and δ2 for (a) q = 2, and (b) q = 4.

Fig. 5. (a) Location of 16 sources and 6 relays in 2D space for an (16, 6) cooperative wireless network. (b) Results of upper bounds on E[nullity(A)] with
differing network coding field sizes q=2, 4, and 8, (c) varying the number of relays at q=4. (d) Comparison of upper bounds on E[nullity(A)] for the uniform
and MDS distributions. (e) Comparison of the decoding failure probabilities with the numerical simulation and the upper bound using Proposition 8 for q=2 and 4.

δ1 and δ2 approach zero. For q=4, however, this behavior
disappears owing to the extension of the field size from binary
to quaternary.

Now, let us consider the (16, 6) cooperative wireless network
shown in Fig. 5(a), in which there are 16 sources and 6 relays:

R1 through R6. We randomly deploy these relays in a 2D
space. We assume that all the transmit powers of sources and
relays in both transmission phases are equal. Fig. 5(b) shows
the upper bound on E[nullity(A)] of the transmission matrix
for q = 2, 4, and 8; the benefit of increasing the field size of
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Fig. 6. (a) Locations of 100 sources and 10 relays in a 2D space for an (100, 10) cooperative wireless network, (b) Comparison of E[nullity(A)] with
numerically simulated result and the upper bound using Corollary 9 with q = 2 and the uniform distribution. (c) Comparison of the decoding failure probability
with the numerical simulation and the upper bound using Corollary 9.

network coding appears in this scheme. Fig. 5(c) shows the
upper bound on E[nullity(A)] with respect to the number of
relays. When M = 1, R1 is used, while R1 and R2 are used
as relays for M = 2, and relays R1, R2, and R3 are used for
M = 3. For M = 4, 5, and 6, we deploy one relay in order.
We investigate the impact of the number of relays, as shown
in Fig. 5(c), where increasing the number of relays contributes
to the increasingly high likelihood of deriving random trans-
mission matrices of full rank.

Other intriguing results indicate that the value ofE[nullity(A)]
differs slightly for the uniform and MDS distributions of the
combination matrix defined in Section IV-B; furthermore, the
recovery performance obtained using the MDS distribution is
superior to that of the uniform distribution in high SNR regions.
Comparative results of E[nullity(A)] for the two cooperative
networks are shown in Fig. 5(d). We observe that there are
minimal differences between the uniform and MDS distribu-
tions for the recovery performance in the low SNR regions. In
particular, the benefit of using the systematic generator of MDS
codes appears only in the high SNR regions.

To validate the usefulness of our asymptotic nullity, we
consider an (100, 10) cooperative wireless network as a
large-scale network in which 100 sources and 10 relays are
deployed in the 2D space shown in Fig. 6(a). For Corollary 9,
we show that in the high SNR regions, the asymptotic nullity of
(30) is similar to the numerical results that were obtained from
randomly generated transmission matrices. A comparison of
those results is shown in Fig. 6(b). Using the asymptotic nullity,
the complexity of (18) can be significantly reduced. In addition,
the nullity of the random transmission matrix can be obtained
efficiently. Our proposed framework provides the ability to
evaluate reconstruction performance in large-scale networks.

Fig. 5(e) shows the comparison of numerically simulated
decoding failure probabilities and upper bounds using (14) for
an (16, 6) cooperative wireless network with q = 2 and 4.
The gap between the results is evident in small SNR regions.
However, the upper bound on the decoding failure probability
is tight in high SNR regions. This behavior is shown in Fig. 6(c)

in which the upper bound is obtained from the approxima-
tion form of E[nullity(A)] in (30). Based on those results,
we show that predicting the performance of source message
reconstruction for an (N,M) cooperative wireless network is
straightforwardly possible in large-scale networks.

VII. CONCLUSION

In this paper, we considered a cooperative wireless network
where N sources are assisted with M relays in two phase
transmissions. Our main goal was to propose a new perfor-
mance analysis framework for evaluating the reconstruction
performance of source messages at the BS. To handle dynamic
network topologies, we modeled the elements of the transmis-
sion matrix as random variables. This enabled us to develop
a systematic approach, to avoid the exhaustive evaluations
used in DNC and GDNC schemes [5]–[8]. To complete the
performance evaluation, we derived two tight upper bounds
on the expected dimension of the nullspace of the random
transmission matrix, as well as the decoding failure probability.
The result is a framework that is more effective than the rank-
based method proposed in the previous literature.

Three types of connectivity schemes are considered in this
paper, as they make the framework to be general and scalable.
They enabled us to show the reconstruction performance of our
proposed framework using multiple sources and multiple relays
randomly deployed in a 2D space. In addition, it enables us to
investigate the impact of the number of relays and the field size
of network coding on the system performance; an example is
shown in Figs. 5 and 6 for example. In particular, the ability to
generate a precise prediction of network coding performance
for a network with a large number of sources and relays is a
significant benefit. We can formulate challenging scenarios
and generate accurate response in an efficient manner, without
resorting to extensive computer simulations. For example, we
can determine the advantage that using an MDS code, rather
than random code, provides when designing the transmission
matrices, as relays are added and field sizes are increased; we
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can also determine how the position of relays and sources, with
respect to the base station locations, affect the performance of
cooperative communications. These questions are important
engineering inquires in terms of wireless networks design.
These questions, which could not be readily answered in the
past, but can now be answered precisely using the proposed
framework describe in this paper. In addition, we demonstrate
that the proposed framework can be extended to channel
correlation cases; however, it is necessary to generalize for any
categorization of cooperative wireless network coding schemes.

APPENDIX A
PROOF OF LEMMA 5

For the homogeneous connectivity, we use δ = δUi,BS =
δUi,Rj

= δRj ,BS . The conditional probability Pr{βji = θ|Ēj}
of each element βji is defined using (7), and the other condi-
tional probability can be set as Pr{βji = 0|Ej} = 1. Using the
total probability theorem, the probability Pr{∑k

i=1 βji = 0}
can be decomposed by the condition of the outage event Ej ,
and then given as follows:

Sk = Pr{Ej}Pr
{

k∑
i=1

βji = 0

∣∣∣∣∣ Ej
}

+ Pr{Ēj}Pr
{

k∑
i=1

βji = 0

∣∣∣∣∣ Ēj
}

(a)
= δ + (1− δ) Pr

{
k∑

i=1

βji = 0

∣∣∣∣∣ Ēj
}
, (31)

where (a) follows from the fact that Pr{∑k
i=1 βji = 0|Ej} =

1, as Pr{βji = 0|Ej} = 1 (note that the conditional probability
Pr{βji = θ|Ēj} is independent of this). Let fk be the proba-
bility, i.e., fk := Pr{∑k

i=1 βji = 0|Ēj}. Given the conditional
probability defined in (7) and f0 = 1, the probability fk can be
rewritten by [43]

fk = Pr

{
k−1∑
i=1

βji = 0

∣∣∣∣∣ Ēj
}
Pr{βjk = 0|Ēj}

+
∑

θ∈Fq\{0}
Pr

{
k−1∑
i=1

βji = θ

∣∣∣∣∣ Ēj
}
Pr{βjk = −θ|Ēj}

= fk−1δ + (1− fk−1)
1− δ

q − 1
. (32)

Let gk := fk − q−1. By rewriting (32) as a function of gk, we
have a simple closed form:

gk = gk−1

(
1− 1− δ

1− q−1

)
. (33)

Applying a geometric series to (33), we obtain fk as

fk = q−1 + (1− q−1)

(
1− 1− δ

1− q−1

)k

. (34)

Finally, the probability Sk can be obtained by substituting (34)
into (31) as:

Sk=δ+(1−δ)

(
q−1+(1−q−1)

(
1− 1−δ

1−q−1

)k
)
. (35)

APPENDIX B
PROOF OF PROPOSITION 6

Let us consider a vector c = (c1, . . . , cN ) ∈ F
N
q in which the

first k entries (and only the first k entries) are nonzero, i.e., c =
(c1, . . . , ck, 0, . . . , 0). Let Pk be the probability that the sum of
the first k column vectors is zero, i.e., Pk := Pr{∑k

i=1 ciAi =
0}. As (13), E[L(A)] is given by

E [L(A)] =
∑

c∈FN
q \{0T }

Pr{Ac = 0T }

=

N∑
k=1

(
N

k

)
(q − 1)kPk. (36)

Since all links in the wireless network are assumed to be spa-
tially and temporally independent, the rows of the transmission
matrix are also independent. Thus, Pk is given by

Pk = Pr

{
k∑

i=1

ciAi = 0

}

=
k∏

i=1

Pr{ciαii=0}
M∏
j=1

Pr

{
k∑

i=1

ciβji=0

}
. (37)

Let Hk be the probability as Hk := Pr{∑k
i=1 ciβji = 0}.

For k = 1, it is easy to show Pr{c1βj1 = 0} = Pr{βj1 = 0}
for c1 ∈ Fq \ {0} because of the multiplication property in
finite fields. Next, we prove that Hk = Sk for k ≥ 2 where
c1, c2, . . . , ck ∈ Fq \ {0} denote the k nonzero elements. The
probability Hk is represented by

Hk =
∑
θ∈Fq

Pr

{
k−1∑
i=1

ciβji = θ, ckβjk = −θ

}

= Pr

{
k−1∑
i=1

ciβji = 0, ckβjk = 0

}

+
∑

θ∈Fq\{0}
Pr

{
k−1∑
i=1

ciβji=θ, ckβjk=−θ

}
. (38)

Decomposing the outage event Ej , (38) can be rewritten by

Hk = Pr

{
k−1∑
i=1

ciβji = 0, ckβjk = 0

∣∣∣∣∣ Ēj
}
Pr{Ēj}

+ Pr

{
k−1∑
i=1

ciβji = 0, ckβjk = 0

∣∣∣∣∣ Ej
}
Pr{Ej}

+
∑

θ∈Fq\{0}

(
Pr

{
k−1∑
i=1

ciβji=θ, ckβjk=−θ

∣∣∣∣∣ Ēj
}
Pr{Ēj}

+Pr

{
k−1∑
i=1

ciβji=θ, ckβjk=−θ

∣∣∣∣∣Ej
}
Pr{Ej}

)
. (39)

Since Pr{βji = 0|Ej} = 1, (39) can be represented by

Hk = Pr

{
k−1∑
i=1

ciβji = 0, ckβjk = 0

∣∣∣∣∣ Ēj
}
Pr{Ēj}+ Pr{Ej}

+
∑

θ∈Fq\{0}
Pr

{
k−1∑
i=1

ciβji=θ, ckβjk=−θ

∣∣∣∣∣ Ēj
}
Pr{Ēj}. (40)
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Noting that wireless channels are independent from each other
under the condition of Ēj , (40) can be decomposed by

Hk = Pr

{
k−1∑
i=1

ciβji = 0

∣∣∣∣∣ Ēj
}
Pr
{
ckβjk = 0|Ēj

}
Pr{Ēj}

+ Pr{Ej}+
∑

θ∈Fq\{0}
Pr

{
k−1∑
i=1

ciβji = θ

∣∣∣∣∣ Ēj
}

× Pr
{
ckβjk = −θ|Ēj

}
Pr{Ēj}. (41)

Using recursion, the probability Hk is given by

Hk = Pr

{
k−1∑
i=1

βji = 0

∣∣∣∣∣ Ēj
}
Pr{βjk = 0|Ēj}Pr{Ēj}

+ Pr{Ej}+
∑

θ∈Fq\{0}
Pr

{
k−1∑
i=1

βji = θ

∣∣∣∣∣ Ēj
}

× Pr{βjk = −θ|Ēj}Pr{Ēj}

=
∑
θ∈Fq

Pr

{
k−1∑
i=1

βji = θ, βjk = −θ

}

= Pr

{
k∑

i=1

βji = 0

}
. (42)

Thus, we simply rewrite Pk as follows

Pk = δkSM
k . (43)

The proof of Proposition 6 is complete.

APPENDIX C
PROOF OF PROPOSITION 8

For general connectivity, each element of A have a different
the probability distribution. This result in different probabilities
Qk,l for that any k column vectors of A that are linearly depen-
dent. The total number of Qk,l is |Lk| :=

(
N
k

)
. We have to con-

sider all different probabilities Qk,l with respect to all sets Lk,l.
The probability Qk should be summed over all different prob-
abilities Qk,l, i.e., Qk :=

∑|Lk |
l=1 Qk,l for l ∈ {1, 2, . . . , |Lk|}

and k ∈ {1, 2, . . . , N}. Thus, all Qk,l are enumerated and
collected to obtain the probability Qk, which is derived
as follows:

Qk =

|Lk |∑
l=1

Qk,l=

|Lk |∑
l=1

Pr

⎧⎨
⎩
∑
i∈Lk,l

ciAi=0

⎫⎬
⎭

=

|Lk |∑
l=1

k∏
m=1

Pr{αlmlm =0}
M∏
j=1

Pr

{
k∑

m=1

βjlm =0

}
, (44)

where lm is the mth entry of the set Lk,l, m ∈ {1, 2, . . . , k}.
As similarly obtained in (31), (44) can be rewritten as

Qk =

|Lk |∑
l=1

k∏
m=1

Pr {αlmlm = 0}
M∏
j=1

(
δRj ,BS

+
(
1− δRj ,BS

)
Pr

{
k∑

m=1

βjlm = 0

∣∣∣∣∣ Ēj
})

. (45)

In order to determine E[L(A)], we count the number of
vectors c having the first k nonzero elements, i.e., (q − 1)k.
Finally, we perform the summation over all k, and obtain
E[L(A)] as follows,

E [L(A)] =

N∑
k=1

(q − 1)kQk. (46)

The proof of Proposition 8 is complete.
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Abstract—In this paper, we investigate a market equilibrium in multichannel sharing cognitive radio networks (CRNs): it is assumed

that every subchannel is orthogonally licensed to a single primary user (PU), and can be shared with multiple secondary users (SUs).

We model this sharing as a spectrum market where PUs offer SUs their subchannels with limiting the interference from SUs; the SUs

purchase the right to transmit over the subchannels while observing the inference limits set by the PUs and their budget constraints.

Moreover, we consider each SU limits the total interference that can be invoked from all other SUs, and assume that every transmitting

SU marks the interference charges to other transmitting SUs. The utility function of SU is defined as least achievable transmission rate,

and that of PU is given by the net profit. We define a market equilibrium in the context of extended Fisher model, and show that the

equilibrium is yielded by solving an optimization problem, Eisenberg-Gale convex program. To make the solutions of the convex

program meet the market equilibrium, we apply monotone-transformation to the utility function of each SU. Furthermore, we develop a

distributed algorithm that yields the stationary solutions asymptotically equivalent to the solutions given by the convex program.

Index Terms—Cognitive radio networks, Fisher model, market equilibrium, Eisenberg-Gale convex program, distributed algorithm

Ç

1 INTRODUCTION

IN general markets, when the demand and supply depend
upon current price only, there exists an equilibrium

under certain conditions, called market equilibrium, where
1) all the traders (i.e., suppliers and consumers) can achieve
maximum utilities at least in the Pareto sense; 2) the total
demand for each commodity is equal to the total supply of
that commodity; and 3) all the budgets possessed by the
consumers are spent completely [1].

Recently, market-based approaches have started being
deployed to various cognitive radio network (CRN) scenar-
ios since the behaviors of the wireless users in CRN can be
cast easily into those of the traders in the general market.
Furthermore, the market equilibria comply with the key
requirement of the CRN, i.e., spectral efficiency; therefore,
lately the US Federal Communications Commission (FCC)
has employed policies and procedures to bring spectrum
trading into CRN, and analogous regulatory efforts are
commenced by EU [2], [3], [4].

In the market-based approaches for CRNs, spectra and
interference are regarded as marketable products. In words,

primary users (PUs) offer the interference on their licensed
spectra to transmitting secondary users (SUs)1 with collect-
ing certain monetary rewards from SUs; SUs purchase the
offered interference on each spectrum by adjusting their
transmission powers. Furthermore, every PU has a limita-
tion in her production (i.e., spectra and interference);
meanwhile, every SU has limited budget.

In this work, we consider a multichannel sharing CRN
where the frequency range is divided into multiple
subchannels, and each subchannel is orthogonally licensed
to a single PU. Each PU offers the interference on her
subchannels to SUs with limiting the interference from the
SUs; the SUs purchase the offered interference observing
their budget constraints and the interference limits set by
the PUs. Moreover, we reflect the interference among SUs to
the spectrum market: every SU limits the total interference
from other SUs, and every transmitting SU is required to
pay charges for interfering with other SUs. The utility
function of SU is defined as the least achievable transmis-
sion rate, and the utility of PU is given by the net profit the
PU makes.

During the history of market theory, there have been lots
of market models developed in accordance with various
market scenarios: for instance, the Cournot model for
oligopoly, the Stackelberg model considering leadership in
the production, the Bertrand model for describing the fierce
competition among the sellers, and the Edgeworth model
considering a capacity-limited market.2 In our work, we
apply the market model developed in [6] where the authors
have extended Fisher model for a market consisting of
multisellers as well as multibuyers, and divisible goods.
Considering concave utility functions for buyers and linear
utility functions for sellers, the authors have proved that we
can achieve an equilibrium that clears the market by solving
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a convex optimization problem called Eisenberg-Gale convex
program. However, in our spectrum market, the purchasing
amount is restricted by other buyers as well as sellers unlike
the model in [6]: the transmission rate of SU is restricted by
the interference limits defined by other SUs as well as PUs.
To derive an equilibrium with this restriction, the buyers
(i.e., SUs) should pay additional charges to other buyers.

Including the interference limit among SUs into the
market model in [6], we define the market equilibrium such
that the following conditions hold:

1. The transmission power vector yielded by the
market equilibrium maximizes the joint utility of
SUs in the Pareto sense satisfying the constraints of
budget, interference to PUs, and interference to
other SUs.

2. The transmission power vector yielded by the
market equilibrium maximizes the utility of every
PU, and completely consumes the interference
exactly up to the limits set by the PUs.

3. With the prices and charges yielded by the market
equilibrium, the sum of the initial budget possessed
by all SUs equals the sum of the profits made by all
PUs plus the sum of the interference charges
gathered by all the SUs.

We model our spectrum market using the Eisenberg-
Gale convex program whose objective is to maximize the
joint utility function of all SUs, which is given by log-sum-
utility, over a convex region defined via a set of linear
constraints, and prove that the convex program yields the
equilibrium holding the above-mentioned conditions.
Meanwhile, this convex program becomes Nash bargaining
problem whose solution satisfies the weak Pareto optimality,
and its Lagrangian dual variables turn out to be the prices
and charges given by the equilibrium. Furthermore, we
show that the equilibrium satisfies the core stability of PUs.
However, the utility functions in the convex program
should be concave and homogeneous of degree one. Since
we formulate the joint utility function of all SUs as a
concave function, we apply a monotone-transformation that
transforms a concave function into an equivalent function
that is homogeneous of degree one with maintaining the
concavity.

To find the Lagrangian dual variables, we should solve
the system of the linear equations that consist of the
Karush-Kuhn-Tucker (KKT) optimality conditions of the
convex program. However, the system is generally incon-
sistent, and which implies that it is impossible to find the
exact Lagrangian variables. For this reason, we solve the
system with a certain small precision bound. In numerical
experiments, we show that approximate Lagrangian vari-
ables are found with quite small precision error, and yield
an approximate equilibrium quite close to the exact one.

We also consider a distributed implementation for
solving the convex program, which enables PUs and SUs
to make their decisions autonomously as follows: given the
price of each channel, 1) each SU computes her optimal
transmission power vector using best response dynamics;
2) using linear dynamics, each PU updates the price of her
each subchannel in proportion to the interference invoked
from the SUs, and, meanwhile, each SU updates the
interference charge on each subchannel in proportion to
the interference invoked from all the other SUs; and

3) repeat “1” and “2” until the linear dynamics become
stationary. We show that the linear dynamics are asympto-
tically stable with any initial points, and the solutions
yielded at the stable state is equivalent to the solutions
given by the convex program (i.e., market equilibrium). By
numerical evaluations, we illustrate the market equilibrium
given by the distributed algorithm is quite close to the
equilibrium yielded by the convex program.

Recently, a distributed algorithm for finding the market
equilibrium in the Fisher model has been studied in [7]; the
authors have applied proportional response dynamics and
proved its convergence. To our best knowledge, there is no
previous work that has developed a distributed implemen-
tation for finding the equilibrium in the extended model
given in [6]. Furthermore, in this paper, we consider the
situation where the purchasing amount is restricted by
buyers (SUs) as well sellers (PUs).

The remainder of this paper is organized as follows: In
Section 2, we summarize some important characteristics of
the market model studied in [6], and survey some recent
market-based approaches for CRNs. In Section 3, we give
our spectrum market model. In Section 4, we define the
market equilibrium in our spectrum market. In Section 5,
we give the Eisenberg-Gale convex program for our
spectrum market, and investigate its properties. In Section 6,
we present the distributed algorithm for solving the convex
program, and analyze its stability and asymptotic optim-
ality. In Section 7, we give several results of the numerical
evaluations. Finally, we conclude this paper in Section 8.

2 RELATED WORK

2.1 Market-Based Approaches for CRNs

Recently, the market-based approach has been deployed to
CRNs by several research efforts.

Xing et al. [8] have considered a spectrum market where
different consumers evaluate the same supplier differently
according to their applications and locations. Considering
limited information, they have developed price dynamics
with a stochastic learning algorithm to find the optimal
price yielding maximum benefit of the suppliers. However,
they have not addressed the utility of the consumers.

Hong and Garcia [9] have proposed a fully distributed
algorithm—no collaboration among SUs and PUs—that
achieves a market equilibrium in multichannel sharing
CRN such that the supply of the spectrum equals to its
demand, and the network of SU is stable. They have
investigated and presented the convergence condition of
the algorithm in terms of the channel gain. Unlike other
approaches, they have considered the utilities of PUs as well
as SUs. However, they have not investigated the social
optimality of the market equilibrium.

Niyato and Hossain [10], [11] have modeled a multilevel
bandwidth sharing in CRN into an interrelated market. They
have proposed a price-demand decision algorithm that
guarantees the convergence to a market equilibrium with
which all the primary and secondary services are satisfied.
However, they have assumed that the price-demand decision
algorithm is directed by a central authority in each level, and
have not considered the way of allocating the spectra to users
in each level.
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Xu et al. [12] have proposed a secondary network where
SUs trade among themselves their channels purchased from
PUs in the direction of asymptotic optimal spectrum
utilization. To this end, they have devised dynamic double
auction mechanism that is conducted by a centralized
spectrum broker, and proved the truthfulness and asymp-
totic efficiency in the total social welfare.

Li et al. [13] have addressed a spectrum auction
mechanism between SUs and spectrum owners without
any central auctioneer. They have deployed an iterative
matching algorithm that achieves the price set in core
where no SUs and spectrum owners can negotiate to do
better for both. However, they have assumed fixed
transmission power, and there is no consideration of the
market clearance.

In [14], Xu et al. have handled a two-tier market:
spectrum contracts from a PU to SUs in Tier-1, and
spectrum redistribution among SUs to satisfy SUs dynamic
traffic demands in Tier-2. They have applied Nash bargain-
ing solution in Tier-1 market to achieve the fairness between
the utility of the PU and the aggregate utility of all the SUs.
For Tier-2 market, they have deployed random matching
and bilateral bargaining. However, they have considered a
single PU, and have not addressed the market clearance.

Xie et al. [15] have addressed the spectrum trading
between wireless users—that can be regarded as SUs in a
CRN—and a single price manager—that can be regarded as
a PU or spectrum broker in a CRN, and investigated a
market equilibrium where the market clears, and the
budgets of the wireless users are completely consumed.
Unlike our work, they have addressed the actual inter-
ference among the wireless users in the utility function.
Then they have shown that the market equilibrium is given
by the solution of a linear complementarity problem, and
under the symmetric channel gain and low-rank conditions,
they have proved that this problem becomes equivalent to
the problem of finding KKT points of a quadratic program.
Furthermore, they have developed a decentralized tatonne-
ment process that converges to the equilibrium. However,
they have not included the manager’s utility in the market
equilibrium. Moreover, the KKT points of the quadratic
program do not guarantee the optimality, and due to this
reason, it is not verified whether the distributed algorithm
(tatonnement process) converges to the optimal solution
even asymptotically.

Koutsopoulos and Iosifidis [16] have surveyed various
action mechanisms for spectrum allocation in CRN. They
have indicated that auction mechanisms (including double
auction mechanisms) involve a single seller and multiple
buyers, and have no interaction among buyers.

2.2 Brief of the Extended Market Model

The Fisher model considers a market consisting of multi-
buyers and divisible goods. In the Fisher model, the budget
for each buyer and the amount of each commodity need to
be specified, and the utility functions of buyers are
assumed to be concave. Then the market equilibrium in
the Fisher model is given by the price of each commodity
that yields optimal utilities of buyers at least in Pareto sense
and clears the market: there should be neither surplus nor
deficiency in any of the commodities and the budgets [17].
In 1959, Eisenberg and Gale gave a convex program for

computing market equilibrium for the Fisher model of
linear utility functions [18], and in 1961, Eisenberg general-
ized this to concave homogeneous functions of degree one
[19]. In 1954, Nobel laureates Arrow and Debrue general-
ized the Fisher model considering agents who come to the
market with initial endowments of goods, and at any set of
prices, want to sell all their goods and buy optimal bundles
at these prices. The problem again is to find market clearing
prices [20].

Jain et al. [6] have extended the Fisher model considering
the utilities that are homothetic, quasiconcave, and homo-
geneous functions of arbitrary degree; they also have
included sellers’ utilities into their model. They have applied
the Eisenberg-Gale convex program with the buyers’ utilities
monotone-transformed. They show that the equilibrium
price, given by the Lagrangian dual variables of the convex
program, maximizes sellers’ utilities as well as buyers’
utilities, and clears the market.

In our work, we employ this extended model to our
spectrum market since it deals with the market where the
buyers are clearly distinguished from sellers, and considers
the utilities of sellers as well as those of buyers. However, in
our spectrum market, the purchasing amount is restricted
by other buyers as well as sellers: that is, the amount of
interference that can be purchased by each SU is restricted
by the interference limits imposed by other SUs as well as
PUs. To derive an equilibrium with this restriction, we
consider that each buyer (i.e., SU) pays additional charges
to all the other buyers. Furthermore, we envisage a
distributed implementation of our market model.

We emphasize that the extended Fisher model is a
unique market model that enables the following considera-
tions altogether:

1. strictly distinguished multiple sellers (PUs) from
multiple buyers (SUs);

2. guarantee of Pareto optimality for SUs’ utility and
the core-existence for PUs’ utilities;

3. guarantee of the market clearance;
4. distributed implementation with no central author-

ity; and
5. providing the way of allocating the spectra to SUs.

3 SPECTRUM MARKET MODEL

We consider a CRN where all the PUs and SUs are located
within a limited geographical region. Then we address the
spectral resource on the frequency domain taking the
multichannel sharing into account—that is, the whole
frequency range is split into multiple subchannels, and
each subchannel can be shared by multiple users. In this
work, we premise that each subchannel is exclusively
licensed to a single PU; it, however, can be shared with
multiple SUs concurrently unless the SUs invoke inter-
ference larger than certain limits (see Fig. 1).

Applying a market concept to our CRN scenario, the
subchannels and interference are interpreted into the types
of commodity and the quantity of each commodity, respec-
tively. Upon the current prices, each SU decides subchannels
and the amount of interference she would like to purchase;
each PU updates the price on every her subchannel
according to the interference invoked from the SUs.
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Ideally, SUs’ utility function should reflect actual
interference from all the other SUs as well as interference
from PUs, which, however, makes the problem nonconvex
if the utility function is given as Shannon capacity [21].
Therefore, we consider the maximum allowable interfer-
ence and reflect it to the utility function; the utility function
is given by least achievable transmission rate. Then we let
SUs make and charge for every subchannel—on which
she is transmitting—in proportion to the amount of
interference from all the other SUs. Moreover, we assume
that the maximum allowable interference is given by a
central authority to let SUs share the interference fairly.

The price as well as the interference charge are marked on
every subchannel, and given as a price per unit interference.

As a supplier in general market has a limitation on the
net supply of its commodity, we envisage that every PU has
a limitation on the interference she can offer to SUs over
every her subchannel. In addition, like consumers in
general markets, every SU cannot spend more budget than
she possesses on purchasing the interference from the PUs
and paying the interference charges to all the other SUs.

Prior to giving the formal definition of the market
equilibrium, we define the following denotations:

. I : Set of transmitting SUs.

. L: Set of PUs, and we let m :¼ Lj j.

. J : Set of subchannels, and we let n :¼ Jj j

. ui : Rn
þ ! Rþ: Utility function of SU i 2 I .

. pi ¼ ½pi1; . . . ; pin�T : Transmission power vector of
SU i.

. pij: SU i’s transmission power on subchannel j 2 J .

. J l: Set of subchannels licensed to PU l 2 L.

. vl : Rn ! R: Utility function of PU l.

. �lj: Price marked by PU l on subchannel j.

. �l ¼ ½�l1; . . . ; �ln�T : Price vector of PU l.

. �ij: Interference charge decided by SU i on sub-
channel j.

. �i ¼ ½�i1; . . . ; �in�T : Vector of interference charges
decided by SU i.

. ylj: Limit of allowable interference from all the SUs
to PU l on subchannel j.

. �ij: Maximum allowable interference from all the
other SUs to SU i on subchannel j.

Now, we develop the spectrum market model with the
following key considerations:

1. Each SU i 2 I has a concave, scalable utility
function ui with respect to its transmission power
vector pi. In this paper, the utility of SU is defined
as the summation of least achievable rate on every
subchannel, that is,

ui pið Þ ¼
X
j2J

Bjlog2 1þ pijGij

N0 þ �ij þ �ij

� �
; ð1Þ

where Bj is the bandwidth of subchannel j 2 J , Gij

is the channel gain on subchannel j between SU i
and its target, �ij is the interference invoked from
the PU who owns subchannel j to SU i, and N0 is the
thermal noise.

2. SUs cannot purchase the interference larger than the
limits set by PUs. That is, 8l 2 L and 8j 2 J l,X

i2I
pijG

l
ij � ylj; ð2Þ

where Gl
ij is the channel gain on subchannel j

between SU i and PU l. We assume that each PU
has a minimum QoS requirement and sets the
interference limit (i.e., ylj) in order that the QoS
may be guaranteed.

3. Each SU i has an initial endowment of budget ei > 0,
and the total budget spent on the purchase of
subchannels and the interference charges cannot
exceed ei.

4. Each PU l offers her subchannels, i.e., subchannels in
J l, to SUs with price �lj, and its utility function vl is
defined as the net profit it makes, i.e.,

vl ¼
X
i2I

X
j2J l

�ljpijGij: ð3Þ

5. In every SU, the total interference on subchannel j
from all the other SUs cannot exceed the maximum
allowable interference: 8i 2 I and 8j 2 JX

k2I ;6¼i
pkjG

i
kj � �ij; ð4Þ

where Gi
kj is the channel gain on subchannel j

between SU k and the target of SU i. In this paper,
we assume a symmetric channel gain among SUs:
that is, Gi

kj ¼ Gk
ij where i 6¼ k.

The channel gain reflects the free space path loss defined
by Friis transmission equation [22]:

Gij ¼
gigk�

2
j

4�ð Þ2d2L
; ð5Þ

where gi is the transmitter antenna gain, gk is the receiver
antenna gain, d is the transmitter-receiver separation
distance in meters, L is the system loss factor not related to
propagation, and �j is the wavelength in meters on
subchannel j. Since the channel gain reflects the wave length
of each subchannel, the higher frequency a subchannel has,
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Fig. 1. Multichannel sharing model with two PUs, two SUs, and eight
subchannels. Each subchannel is orthogonally allocated to a single PU,
and can be shared with all the SUs unless the SUs invoke less
interference than the PUs can tolerate.
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the less amount of information a user can transmit on it
given a fixed transmission power and subchannels with
equal bandwidth [8]. To let every subchannel have equal
opportunity of being purchased, we assume that the
frequency range is divided into subchannels in the way that
every subchannel yields similar transmission rate given a
constant transmission power and separate distance.

Additional assumptions are the following:

1. All PUs and SUs can access noncontiguous sub-
channels in parallel.

2. All SUs have the transmission power enough to fully
utilize the interference offered by PUs.

3. The spectrum trade occurs on every predefined
epoch, and all SUs perform their transmissions
ceaselessly during the epoch.

4. All PUs perform their transmission ceaselessly
without any changes in their transmission powers
during the epoch.

4 MARKET EQUILIBRIUM

Henceforth, we let ylj have a very large number for all l 2 L
and j 2 J but j 62 J l.

3 Based on the key considerations

mentioned in Section 3, we define the equilibrium in the
spectrum market following [6]: the equilibrium is defined as
a pair of a nonnegative price vector � ¼ ½�1; . . . ; �m�T and a
vector of interference charges � ¼ ½�1; . . . ; � Ij j�T at which
there exists a transmission power vector pi for each SU i

such that the following conditions hold:

1. The vector pi maximizes the utility of SU i given her
initial endowment of budget ei and the equilibrium
� and �, that is, pi maximizes ui over all pi 2 Rn

þ
subject toX

l2L

X
j2J

�ljpijG
l
ij þ

X
j2J

pij
X

k2I ;k6¼i
�kjG

k
ij � ei; ð6Þ

and constraint (4).
2. For each PU l, the vector pi maximizes the profit vl

subject to constraint (2).
3. The total interference offered by all PUs equals the

total interference consumed by all SUs, that is,P
l2L
P

j2J ylj ¼
P

i2I
P

l2L
P

j2J pijG
l
ij.

4. The sum of the initial budget possessed by SU i
equals the sum of the prices paid to all PUs by SU i
plus the sum of the interference charges paid to all
the other SUs by SU i, that is,

ei ¼
X
l2L

X
j2J

�ljpijG
l
ij þ

X
j2J

pij
X

k2I ;k 6¼i
�kjG

k
ij:

Therefore, the market equilibrium in this model is also

known as market clearing equilibrium since it clears not only
all the commodities offered by suppliers but also all the
initial budget possessed by consumers; that is, it clears all
the budget possessed by SUs as well as all the interference
offered by PUs.

However, if SU’s maximum allowable interference,

i.e., �ij for any i and j, is set significantly small or null in

the worst case, the interference offered by PUs may not be

consumed entirely. Then the market clearance cannot be

guaranteed. We present this problem in Section 5 in detail.

5 EISENBERG-GALE CONVEX PROGRAM

In this section, we develop a convex program, called

Eisenberg-Gale convex program [6], [23], that yields the

market equilibrium defined in the previous section. The

convex program is to maximize the joint utility function of

all SUs given by log-sum-utility over a convex region

defined via a set of linear constraints.
The Eisenberg-Gale convex program can compute the

market equilibrium only when the utility functions are
homogeneous of degree one as well as concave. As given in
(1), the utility function is concave but not homogeneous of
degree one. Therefore, prior to presenting the convex
program, we give a formal method of transforming a
nonhomogeneous function into an equivalent function
homogeneous of degree one.

5.1 Monotone-Transformation of the Utility
Function

Most of all, we need the following definition [24]:

Definition 1. Given a function u : Rn
þ ! Rþ:

1. u is strictly monotonic if for any p, �p 2 Rn
þ, p > �p

implies that uðpÞ > uð�pÞ;
2. let u be a strictly monotonic function. Then u is

homothetic if for any p, �p 2 Rn
þ and any � > 0,

uðpÞ � uð�pÞ iff uð�pÞ � uð��pÞ; and
3. u is homogeneous of degree one if for any p 2 Rn

þ
and any � > 0, uð�pÞ ¼ �uðpÞ.

It is not difficult to check whether ui given by (1) is

continuous, strictly monotonic and homothetic, but not

homogeneous of degree one. Therefore, we apply a mono-

tone-transformation [6] that preserves strict monotonicity,

concavity, and homotheticity. The monotone-transformation

is given by the following theorem:

Theorem 1. Let u : Rn
þ ! Rþ be a continuous, strict monotonic,

concave, homothetic function. Then there is a monotone-

transformation yielding a function f : Rn
þ ! Rþ that is

homogeneous of degree one, and preserves continuity, strict

monotonicity, concavity, and homotheticity, and satisfies:

1. If uðpÞ ¼ 0, then fðpÞ ¼ 0.
2. If uðpÞ 6¼ 0, then there exists a unique � 2 Rþ such

that uðp=�Þ ¼ 1, and fðpÞ ¼ �.

Consequently, the monotone-transformation can be done

by finding � that satisfies the following nonlinear equation:

u p=�ð Þ ¼ 1: ð7Þ

5.2 Convex Program Yielding Market Equilibrium

By the monotone-transformation, we can transform ui to fi
that is homogeneous of degree one. Then we develop the

Eisenberg-Gale convex program that yields the market

equilibrium as follows:
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3. Over subchannels that a PU does not own, we set the interference limit
very large numbers. Then we can drop the subscript l from J l. Surely,
8j 62 J l, ylj does not belong to the commodities of PU l.
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maximize
X
i2I

ei ln fið Þ ð8Þ

subject to X
k2I ; 6¼i

pkjG
i
kj � �ij; 8i 2 I and 8j 2 J ; ð9Þ

X
i2I

pijG
l
ij � ylj; 8l 2 L and 8j 2 J : ð10Þ

As we have addressed in Section 4, if �ij is set too small,

the market clearance cannot be guaranteed. Considering

nonzero channel gains, we present the problem in detail:

. In case �ij ¼ 0 for all i and j, all pij should be null.
Then, the conditions for the market equilibrium
(i.e., conditions 3 and 4) can never be met.

. In case �ij for all i and j is nonzero, but it has
significantly small value, pij should have also small
value to meet the constraint given in (9). Then the
constraint (10) may not be tight always. The
tightness of the constraint (10) is one of the condition
for the market equilibrium, i.e., 3). If the tightness of
the constraint (10) is not met, the price of the
subchannels that are not entirely purchased by SUs
is given as zero according to the KKT condition
given in (15), and in turn the condition 4) may not
hold either.

To prevent the above problem, we need to add the

following necessity condition for the existence of the market

equilibrium: every �ij 8i 2 I and 8j 2 J is nonzero and has

a value that makes a solution vector p satisfy
P

i2I pijG
l
ij ¼

ylj 8l 2 L and 8j 2 J l, and
P

k2I ;6¼i pkjG
i
kj � �ij 8i 2 I and

8j 2 J always. Intuitively, SUs will always utilize the

available interference entirely bounded by constraint (10) to

maximize their collaborative utility given in (8) if constraint

(10) is set tighter than constraint (9), and therefore the

market clearance can be guaranteed. As an instance, we

consider a spectrum market where the channel gains over

all SUs, PUs, and channels have an identical value,

i.e., identical Gl
ij and Gi

kj for all i; k 2 I , j 2 J , and l 2 L.

Additionally, we let �ij ¼ c and ylj ¼ f for all i 2 I , j 2 J ,

and l 2 L. Then, if c � f , constraint (10) over all l and j

becomes always tight to achieve the maximum utility.
For all l and j 62 J l, we give a large value to ylj. In this

case, �lj should be zero to satisfy the optimality condition

given in (15), and this setting is reasonable. Then we draw

the following remark from the convex program:

Remark 1. The solution of the above Eisenberg-Gale convex

program (henceforth, convex program) is often regarded

as the Nash bargaining solution [25] with zero disagreement

point. Therefore, it has a unique solution vector that

satisfies Pareto optimality due to the strict concavity of the

objective function and linearity of the constraints [26].

Let epij denote the optimal solutions to the convex

program. Notice that fiðepiÞ > 0 for all i. Now, we have the

following KKT optimality conditions with the corresponding

Lagrangian multipliers �ij and �lj:

epij ei
fi epið Þ @fi epið Þ@pij

�
X
l2L

�ljG
l
ij �

X
k2I ;k6¼i

�kjG
i
kj

 !
¼ 0;

8i 2 I and 8j 2 J ;
ð11Þ

ei
fi epið Þ @fi epið Þ@pij

�
X
l2L

�ljG
l
ij �

X
k2I ;k6¼i

�kjG
i
kj � 0;

8i 2 I and 8j 2 J ;
ð12Þ

X
k2I ; 6¼i

epkjGi
kj � �ij; 8i 2 I and 8j 2 J ; ð13Þ

X
i2I
epijGl

ij � ylj; 8l 2 L and 8j 2 J ; ð14Þ

�lj
X
i2I
epijGl

ij � ylj

 !
¼ 0; 8l 2 L and 8j 2 J ; ð15Þ

�ij
X
k2I ;6¼i

epkjGi
kj � �ij

 !
¼ 0; 8i 2 I and 8j 2 J ; ð16Þ

and (11) and (12).
Subsequently, we establish the following linear program

for each PU l:
LP1:

maximize
X
i2I

X
j2J

�ljpijG
l
ij ð17Þ

subject to X
i2I

pijG
l
ij � ylj; 8j 2 J : ð18Þ

We prove that �l and �i is the equilibrium price, and ep is
the optimal solution of LP1 as well. This proof begins with
Euler’s theorem [24]:

Theorem 2 (Euler’s Theorem). Let fðpÞ be a homogeneous
function of degree 1 on Rn

þ. Then, for all p,

p1
@f pð Þ
@p1

þ p2
@f pð Þ
@p2

þ � � � þ pn
@f pð Þ
@pn

¼ f pð Þ: ð19Þ

Then the following core theorem holds:

Theorem 3. The optimal solution to the convex program
optimizes the utility of each SU i and the utility of each PU
l, and the Lagrangian multipliers, � and �, are the equilibrium.
In addition, the interference offered by all PUs is entirely
exhausted by SUs, and the initial budget possessed by all SUs
is fully spent and precisely equals to the total profit earned by
the PUs plus the total interference charges. Namely, the
market clears.

Proof. Summing (11) over j 2 J , we getX
j2J

ei
fi epið Þ @fi epið Þ@pij

epij �X
j2J

epijX
l2L

�ljG
l
ij

�
X
j2J

epij X
k2I ;k6¼i

�kjG
i
kj ¼ 0; 8i 2 I :

ð20Þ
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By Euler’s theorem, the first term in the left side of
(20) is reduced to ei simply. Then, since we assume
Gi
kj ¼ Gk

ij, 8i; k 2 I and 8j 2 J where i 6¼ k,

ei ¼
X
j2J

epijX
l2L

�ljG
l
ij þ

X
j2J

epij X
k2I ;k6¼i

�kjG
k
ij ¼ 0; 8i 2 I ;

ð21Þ

which implies that each SU spends her initial budget

completely under the equilibrium � and �. The first term

in the right side of (21) indicates the total price to be paid

to all PUs by SU i, and the second term indicates the total

interference charge to be paid to all other SUs by SU i.
We next consider the dual program of LP1 for each

PU l with dual variables w:
LP2:

minimize
X
j2J

yljwlj ð22Þ

subject to

wljG
l
ij ¼ �ljGl

ij; 8i 2 I and 8j 2 J ; ð23Þ

wlj � 0; 8j 2 J : ð24Þ

Let �p be the optimal solution of LP2. By the
complementary slackness condition [27], the following
equation holds as well:

wlj
X
i2I

�pijG
l
ij � ylj

 !
¼ 0; 8l 2 L and 8j 2 J : ð25Þ

Assuming that Gl
ij 6¼ 0 for all i, j, and l, (23) becomes

wlj ¼ �lj . Thus,

�lj
X
i2I

�pijG
l
ij � ylj

 !
¼ 0; 8l 2 L and 8j 2 J : ð26Þ

We see that ep also satisfies (26), and thus it can be the
optimal solution of the LP2 as well. Hence, together with
Remark 1, we draw a conclusion that all the PUs and SUs
can achieve maximum utilities with respect to the
equilibrium � and �.

Finally, we show that the market clears. Summing (21)
over all i 2 I , we getX
i2I

ei ¼
X
i2I

X
j2J
epijX

l2L
�ljG

l
ij þ

X
i2I

X
j2J

epij X
k2I ;k6¼i

�kjG
k
ij; ð27Þ

and by (15),X
i2I

ei ¼
X
j2J

X
l2L

�ljylj þ
X
i2I

X
j2J

epij X
k2I ;k6¼i

�kjG
k
ij: ð28Þ

Eventually, we conclude that the equilibrium given by
the Lagrangian multipliers clears the market. tu

The equilibrium can be computed by solving the system

of the linear equations (11), (12), (15), and (16) using the

optimal solutions of the convex program. It is known that

the system of the linear equations has a unique solution if it

is consistent [17]. However, the system is normally incon-

sistent since there are more equations than the unknown

variables. Thus, we need to provide a certain precision

bound on each linear equation to achieve an approximate

equilibrium at least. The precision bound is dependent on

the instance of the problem such as the sizes of PUs, SUs,

subchannels, and nonzero solutions. In Section 7, we

evaluate numerically the quality of the solution varying

the precision bound given a CRN instance.
Besides, to solve the system of the linear equations, we

need to compute the partial derivatives of the monotone-

transformed function (required in (11) and (12)), and it is

given by the following lemma [6]:

Lemma 1. If we let fðpÞ ¼ �, then the partial derivatives to pj of

f is given by

@f pð Þ
@pj

¼ �@u p=�ð Þ=@pj
ru p=�ð ÞTp

: ð29Þ

5.3 Core Stability of the Production Vector

In this section, we show that the solution ep yielded by the

convex program is in the core of nontransferable utility

(NTU) game in the context of cooperative game theory [28].
In a cooperative game, the existence of nonempty core

guarantees that no player will break away from the grand

coaltion (i.e., the cooperation of all the players) since the

payoffs achieved by the cooperation within any subcoali-

tion are not larger than the payoff yielded by the

cooperation of the grand coalition. Therefore, if the solutionep is in the core of the spectrum market, we guarantee that

no PU will leave this market.
Denoting the core of the spectrum market as CðV Þ, the

core of an NTU game is defined as:

Definition 2. For a S � L, let V ðSÞ ¼ fvlðpÞ : l 2 Sg. Then

the core of the spectrum market, CðV Þ is defined as the set of

all undominated imputations, i.e., ep 2 CðV Þ, if and only if

there is neither S � L, S 6¼ ;, nor p such that vlðpÞ > vlðepÞ
for all l 2 S.

Theorem 4. The solution vector ep of the convex program belongs

to CðV Þ.
Proof. In this proof, we apply the proof by contradiction.

Thus, this proof begins with supposing ep 62 CðV Þ. Then

there exists S � L, S 6¼ ;, and some allocation bp such that

vl bpð Þ > vl epð Þ; ð30Þ

for all l 2 S. That is,X
j2J

�lj
X
i2I
bpijGl

ij >
X
j2J

�lj
X
i2I
epijGl

ij; 8l 2 S: ð31Þ

Then, by (15),X
j2J

�lj
X
i2I
bpijGl

ij >
X
j2J

�ljylj; 8l 2 S: ð32Þ

To satisfy (32), the following relation should be satisfied

in any l and j:X
i2I
bpijGl

ij >
X
j2J

ylj; 8l 2 S: ð33Þ
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However, the inequality (33) violates the constraint of
the total interference. This contradiction proves that ep is
undominated, and therefore belongs to CðV Þ. tu

Consequently, it is guaranteed that the interference

solutions given by the convex program let no PU break

away from the spectrum market.

6 DISTRIBUTED ALGORITHM

In this section, we develop a distributed approach whose

stationary point is asymptotically equivalent to the optimal

solution given by the convex program.

6.1 The Algorithm

A natural class of dynamics in multiplayer noncooperative

system is the best-response dynamics where each player

updates her strategy to maximize her utility given the

strategies of other players [29]. In this algorithm, each SU

deploys the best-response dynamics to maximize her

individual utility given the vectors of price and interference

charges. That is, the best response of SU i is given by

�i �; �ð Þ ¼ arg
pi:s:t:ð6Þ

max ei ln fi pið Þ: ð34Þ

Accordingly, the algorithm with the best-response

dynamics is given as follows:

1: Initialize �ð0Þ and �ð0Þ;
2: t 0;

3: loop

4: for each i 2 I do

5: Find the best response �iðtÞ given �ðtÞ and �ðtÞ;
6: end for

7: for each l 2 L and j 2 J do

8: if j 62 J then

9: �lj ¼ 0;

10: else

11: Update the price such that

_�lj ¼ �
�X
i2I

pijðtÞGl
ij � ylj

�þ
�lj

; ð35Þ

12: end if

13: end for

14: for each i 2 I and j 2 J do

15: if pijðtÞ ¼ 0 then

16: �ij ¼ 0;

17: else

18: Adjust the interference charge by

_�ij ¼ �
� X
k2I;k 6¼i

pkjðtÞGl
kj � �ij

�þ
�ij

ð36Þ

19: end if

20: end for

21: if _�lj < � and _�lj < � for all l 2 L and j 2 J then

22: Terminate the loop;
23: else

24: t tþ 1;

25: Continue the loop;

26: end if

27: end loop

In this algorithm, � and � indicate the adjustment speed
of the linear dynamics and the termination condition of the
algorithm, respectively. If we set the adjustment speed too
small, the algorithm requires more iterations until it
converges. On the other hand, setting it too large can make
the algorithm oscillate. There is no formal way of finding an
adequate value for the adjustment speed except trial-and-
error. In this paper, an adequate adjustment speed is found
by testing the algorithm with various adjustment speed.
ðaÞþb implies maxða; 0Þ if b ¼ 0, and equal to a if b > 0. In
every time t, by (34), each SU finds the transmission power
vector that is her best response to the current price and
interference charges. When each SU computes its best
response dynamics, she should know the amount of
interference from PUs as well as the channel gain to her
target. By (35), each PU updates the price on each her
subchannel according to the interference from all SUs. By
(36), each SU updates her interference charge on each
subchannel according to the interference from other SUs.
We note that PUs and SUs update their interference charges
with only the amount of interference they observe. Then the
price updated by each PU (i.e., �) is delivered to all SUs,
and the price updated by each SU (i.e., �) is delivered to
other SUs. These price lists are the only feedbacks that
should be delivered.

6.2 Stability Analysis

In this section, we prove the asymptotic stability of the
linear dynamics given by (35) and (36). To this end, we
develop the following theorem.

Theorem 5. The linear dynamics given by (35) and (36) are
globally asymptotically stable.

Proof. See Appendix A, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TC.2012.211. tu
We see that, as the distributed algorithm proceeds, SUs’

utilities approach to those yielded by the convex program.

6.3 Investigation of Asymptotic Equivalence to the
Convex Program

We have shown the linear dynamics are asymptotically
stable. Then, assuming the system of the linear equations
(11), (12), (15), and (16) is consistent, we can prove that the
distributed algorithm yields the solutions asymptotically
equivalent to the solutions of the convex program. That is,
the solutions yielded at t ¼ 1 is equivalent to the solutions
of the convex program. However, as discussed in Sec-
tion 5.2, it is not easy to validate the equivalence because of
the inconsistency in the system of the linear equations.
Nonetheless, by numerical experiments, we illustrate that
the utilities of SUs determined by the distributed algorithm
are almost identical to those yielded by the convex program
in spite of the inconsistency, and which will be explained in
Section 7. We also show that the equilibrium yielded by the
distributed algorithm also meets the KKT conditions within
a small tolerance.

We give the following theorem.

Theorem 6. Postulating that the system of the linear equations
(11), (12), (15), and (16) are consistent, the solutions and
equilibrium obtained by the distributed algorithm are asymp-
totically equivalent to those yielded by the convex program and
its KKT conditions.
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Proof. We denote the best response of SU i at t ¼ 1 as e�i,
the price made by PU l on subchannel j at t ¼ 1 as e�lj,
and the interference charge made by SU i on subchannel
j at t ¼ 1 as e�ij, then the KKT conditions (37)-(39) hold
with Lagrangian multiplier 	i � 0:

e�ij ei

fi
�e�i� @fi

�e�i�
@pij

� 	i
X
l2L
e�ljGl

ij þ
X

k2I ;k6¼i
e�ijGk

ij

 ! !
¼ 0; 8j 2 J ;

ð37Þ

ei

fi
�e�i� @fi

�e�i�
@pij

� 	i
X
l2L
e�ljGl

ij þ
X

k2I ;k6¼i
e�ijGk

ij

 !
� 0;

8j 2 J ;
ð38Þ

	i
X
j2J

e�ijX
l2L
e�ljGl

ij þ
X
j2J

e�ij X
k2I ;k6¼i

e�ljGk
ij � ei

 !
¼ 0; ð39Þ

X
j2J

X
l2L
e�lj e�ijGl

ij þ
X
j2J

e�ij X
k2I ;k6¼i

e�ljGk
ij � ei: ð40Þ

Summing (37) over all j 2 J , we get (41), and, by
Euler’s theorem,

X
j2J

ei

fi
�e�i� @fið

e�iÞ
@pij

e�ij
¼ 	i

X
j2J

X
l2L
e�lj e�ijGl

ij þ
X
j2J

X
k2I ;k 6¼i

e�lj e�ijGk
ij

 !
;

ð41Þ

ei ¼ 	i
X
j2J

X
l2L
e�lj e�ijGl

ij þ
X
j2J

X
k2I ;k6¼i

e�lj e�ijGk
ij

 !
: ð42Þ

Substituting ei in (39) with (42), we get the following
equation:

	i 1� 	ið Þ
X
j2J

X
l2L
e�lj e�ijGl

ij þ
X
j2J

X
k2I ;k 6¼i

e�lj e�ijGk
ij

 !
¼ 0:

ð43Þ

For all i 2 I , at least one of epi should be nonzero to
make fiðe�iÞ > 0. Moreover, due to the strict monotonicity
of fi, the partial derivatives of fi should be always
positive. Therefore, at least one element of e� and e� should
be nonzero to make (37) hold. We also set all the channel
gains nonzeros. Subsequently, to make both (37) and (43)
hold for all i, 	i should be 1. Then, the KKT condition (37)
and (38) turn out to be identical with (11) and (12),
respectively, if we let e�i ¼ epi for all i, e� ¼ �, and e� ¼ �.

Since the two linear dynamics (i.e., (35) and (36)) are
stable, there exist some l 2 L and j 2 J such thatX

i2I

e�ij tð ÞGl
ij ¼ ylj; ð44Þ

if e�lj > 0, or X
i2I

e�ij tð ÞGl
ij < ylj; ð45Þ

if e�lj ¼ 0; in a similar way, there exist some i 2 I and
j 2 J such that X

k2I ;k 6¼i

e�ij tð ÞGi
kj ¼ �ij; ð46Þ

if e�ij > 0, and X
k2I ;k 6¼i

e�ij tð ÞGi
kj < �ij; ð47Þ

if e�ij ¼ 0. We notice that (44) and (45) are equivalent to
the KKT condition (13), and (46) and (47) are equivalent
to the KKT condition (16) if we let e�i ¼ epi for all i, e� ¼ �,
and e� ¼ �. Finally, (44)-(47) satisfy both (13) and (14) as
well if we let e�i ¼ epi for all i.

For the reasons stated above, the stable solutions and
the equilibrium yielded by the distributed algorithm
satisfies the KKT condition of the convex program. Since
the equilibrium as well as the solutions of the convex
program are unique, we confirm e�i ¼ epi for all i, e� ¼ �,
and e� ¼ �. Consequently, we conclude that the solutions
and equilibrium yielded by the distributed algorithm are
asymptotically equivalent to those given by the convex
program and its KKT conditions. tu

7 NUMERICAL EVALUATIONS

7.1 Experimental Setup

We generate a CRN within a 500	 500 square, and
consider the frequency range of 54-862-MHz TV band
following the IEEE 802.22 standard [30]. As mentioned in
Section 3, we divide the frequency range into subchannels
in the way that every subchannel yields equal transmission
rate as possible given a constant transmission power. We
vary the sizes of SUs, PUs, and subchannels according to
the type of the experiment we perform. Besides, we use
interior point optimizer (IPOPT) [31] for solving the
convex program and the best-response dynamics, and
GNU linear programming kit (GLPK) [32] for solving the
system of the linear equations. Additional experimental
parameters are the following:

. ei: randomly chosen from (0, 1.0].

. ylj: 8l 2 L and 8j 2 J l, 1e-08.

. �ij: 8i 2 I and 8j 2 J , 1e-08.

. Initial �lj for the distributed algorithm: 8l 2 L and
8j 2 J l, 6e06.

. Initial �ij for the distributed algorithm: 8i 2 I and
8j 2 J , 6e06.

. Antenna gain: 1.0 for both transmitter side and
receiver side.

. System loss factor: 1.0.

. Speed of light: 3e08 m/s.

. Thermal noise: 1e-10.

. PU’s transmission power: 0.1W for all PUs.

7.2 Illustration of the Strict Monotonicity

First, we illustrate the strict monotonicity of the monotone-
transformed utility function, i.e., fi. To this end, we
consider two subchannels and compute the function values
of fi varying the transmission power on each subchannel.
Fig. 2b shows the results. We plot also the function values of
the original utility function, i.e., ui in Fig. 2a. As shown in

312 IEEE TRANSACTIONS ON COMPUTERS, VOL. 63, NO. 2, FEBRUARY 2014

Authorized licensed use limited to: Kwangju Institute of Science and Technology. Downloaded on January 11,2024 at 05:40:35 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 2b, the function value increases strictly monotonically
as the transmission power on each subchannel increases,
and which illustrates the strict monotonicity.

7.3 Illustration and Evaluation of Equilibrium Price

Next, we measure the transition of the total interference
demand according to the change of the prices given by PUs
when the function (8) is maximized subject to the budget
constraint (i.e., (6)). For these experiments, we locate three
SUs and two PUs accommodating two subchannels,4 and
ignore the limit of the interference from other SUs, that is
ignore (9). Thus, all the budget possessed by the SUs will be
paid to the PUs. Setting ylj ¼ 8e-08 for all l, j, the measured
results are shown in Fig. 3, and it is observed that the
demand decreases as the prices increase. By the definition,
the equilibrium price is obtained when the total interference
demand equals 2	

P
l;j ylj, that is, 1.6e-07.

The next set of experiments is done to evaluate the
precision of the equilibrium price obtained by solving the
system of the linear equations (11)-(16) under various
precision bound. For this set of experiments, we locate eight
SUs and eight PUs, and arrange 32 subchannels. Then we
measure the absolute gap between the initial budget and
the payment of each SU under three different precision
bounds. Fig. 4 shows the results. If the precision bound is
made lower than 1.4508e-5, then the system becomes
inconsistent. As shown in the graph, the absolute gaps
are measured at most around 4.0e-4 with the smallest
feasible precision bound.

7.4 Evaluation of the Distributed Algorithm

In this section, we illustrate the convergence process of the
distributed algorithm, and evaluate it in terms of conver-
gence speed and solution quality.

7.4.1 Illustration of the Convergence Process

First, we illustrate the convergence process to the equili-
brium point with the distributed algorithm. In this set of
experiments, we consider three SUs, three PUs, and eight
subchannels, and apply the constant adaptive size of 1e13.
In Fig. 5, we plot the convergence trajectories as the iteration
proceeds. Each axis on each graph indicates the utility of
each SU (see Fig. 5a), the utility of each PU (see Fig. 5b), the
total price gathered by each PU (see Fig. 5c), and the total
interference charge gathered by each SU (see Fig. 5d). It is
observed that, as the algorithm approaches to the equili-
brium point, the amount of update in each iteration
decreases, and which illustrates the asymptotic stability of
the algorithm.

7.4.2 Illustration of the Convergence Speed and the

Solution Quality

Next, we evaluate the distributed algorithm in terms of the
convergence speed and the solution quality. In these
experiments, eight SUs and eight PUs are located accom-
modating 32 subchannels. First, we measure the number of
iterations required to reach the termination condition. Here,
we define the termination condition as the errors in the KKT
optimality conditions. The results are shown in Fig. 6 where
we plot the objective function value of (8) on every iteration.
In addition, the speed of adjustment is set 2e13. As shown
in the graph, as the KKT error is larger, the distributed
algorithm converges faster. The function value yielded by
the convex program is 79.53536. With KTT error of 1e-2, the
algorithm terminates after 33 iterations, and the value of
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Fig. 2. Illustrations of the strict monotonicity of ui and fi.

Fig. 3. The transition of the total interference demand according to the
prices when we locate three SUs, two PUs, and eight subchannels. This
figure also plots the equilibrium point; the price pair given by the
equilibrium point is the equilibrium price.

Fig. 4. The absolute gap between the initial budget of each SU and her
payment decided by the KKT conditions of the convex program.

4. We let each PU have one subchannel.
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the objective function measured 79.43998. With KKT error
of 4e-3, the algorithm stops at 188th iteration, and the value
is measured 79.59514. With KKT error of 2e-3, the algorithm
terminates at 303rd iteration with the function value of
79.53107. Therefore, we notice the tradeoff between the
convergence speed and the solution quality.

Furthermore, we measure the utilities of the SUs
obtained by the distributed algorithm and those yielded
by the convex program. Fig. 7 plots the results. The largest
difference is measured around 3e6 at i6, but in percentage, it
is 0.67 percent.

We also measure the absolute gaps between the initial
budget of each SU and her payment yielded by the
distributed algorithm as we have done with the KKT
conditions of the convex program in Section 7.3. The
measured results are plotted in Fig. 8 together with the
results with the KKT conditions. We see that the distributed
algorithm yields larger gaps than the KKT conditions, and
the largest absolute gap is measured 3.69e-4 at most.

8 CONCLUDING REMARK

In this paper, we consider a market equilibrium in multi-
channel sharing CRN. PUs and SUs act as suppliers and
purchasers, respectively: PUs offer their subchannels to SUs
with bounding the total amount of interference invoked
from SUs transmissions, and SUs purchase the offered
subchannels observing their budget constraints and
the interference bounds given by the PUs. Moreover, we
consider that each SU sets the constraint of interference
from other SUs. Accordingly, SUs pay the interference
charges to other SUs she interferes. The utility functions of
SUs and PUs are given as the least achievable transmission
rates and the net profits, respectively.

The market equilibrium not only optimizes all traders’
(PUs and SUs) utilities but also achieves the market
clearance. We show that the market equilibrium is yielded
by solving the optimization problem called the Eisenberg-
Gale convex program, and the equilibrium price is given by
the Lagrangian dual variables of the convex program. The
convex program yields the equilibrium only when the utility
functions of SUs are homogeneous of degree one. Therefore,
we apply a monotone-transformation to SUs utility functions
with maintaining the strict monotonicity and concavity.

We also develop a distributed algorithm with which the
traders can reach the market equilibrium without any
central authority. However, it is impossible to yield the
exact equilibrium price since the system of the linear
equations—that are composed of the KKT conditions of the
convex program—are normally inconsistent, and the con-
vergence behavior of the distributed algorithm is asympto-
tic. For these reasons, we provide the system of the linear
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Fig. 6. Graphical presentation of the number of iterations with various

termination conditions (i.e., KKT error). The solid green line indicates the

optimal value of the objective function yielded by the convex program.

Fig. 7. The comparison of SUs utility.

Fig. 8. The comparison of the absolute gaps between the initial budget of
each SU and her total payment.

Fig. 5. The trajectories of the transitions of the utilities of SUs and PUs,
prices, and interference charges as the distributed algorithm proceeds.
We also plot the projection of each trajectory to the surfaces.
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equations with a certain precision bound that makes the

system consistent, and give a termination threshold to the

distributed algorithm.
By the numerical experiments, we illustrate the strict

monotonicity of the monotone-transformed function, and

present graphically the existence of the equilibrium and the

convergence process of the distributed algorithm. We also

measure the absolute errors in the solutions and KKT

conditions, which is yielded by the precision bound in the

system of the linear equations and the asymptotic optim-

ality of the distributed algorithm. The measured results

show that the solutions achieved by the distributed

algorithm are quite close to those of the convex program.
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1. Introduction

Systematic low-density generator matrix (LDGM)
codes with moderate code length are of interest not only
because they can provide satisfying performance at
moderate block length while maintaining low encoding
and decoding complexities [1–4], but also because the
systematic form of LDGM codes makes the code useful in
new applications such as cooperative wireless multiple
access relay network [5] and joint source-channel encod-
ing systems [6].

In this paper, we are interested in the performance of
the majority rule based (MB) iterative decoding algorithm
for systematic LDGM codes. Although the MB algorithm is
based on hard-decision and thus its performance cannot
match those based on soft-decision, it has drawn
significant interest in the past owing to its simplicity
and low computation complexity, which allow fast
decoding [4,7–9].

We investigate the asymptotic performance of the code
consisting of regular systematic LDGM codes and the MB
ll rights reserved.

+82 62 970 2204.

r (H.-N. Lee).
iterative decoding algorithm. By assuming infinite block
length, we derive a recursive expression which predicts
both the threshold and error floor behaviors of the code.
Gallager has analyzed an MB iterative decoding for low-
density parity-check (LDPC) codes; we build our analysis
on systematic LDGM codes by extending his results
reported in [9]. Based on the recursive expression, we
further derive a non-recursive lower bound expression
which is simply a function of the degree of variable nodes.
We show that the bound is tight in simulation, and thus it
can be useful to quickly assess the performance of the
code for given degrees.

The rest of the paper is organized as follows. In
Section 2, we briefly introduce the systematic LDGM
codes and the majority rule based iterative decoding
algorithm. The recursive expression and the lower bound
expression are derived in Section 3. In Section 4, computer
simulation results and analysis results are compared and
discussion is provided. Finally, we make a conclusion in
Section 5.

2. Systematic LDGM codes and MB algorithm

Similar to the well known LDPC codes, systematic
LDGM codes can be represented by sparse matrices,

www.sciencedirect.com/science/journal/sigpro
www.elsevier.com/locate/sigpro
dx.doi.org/10.1016/j.sigpro.2009.05.019
mailto:chc55@pitt.edu
mailto:maozh@engr.pitt.edu
mailto:heungno@gist.ac.kr
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see [10]. We briefly give the definition of systematic LDGM
codes, and then introduce the majority rule based iterative
decoding algorithm.

2.1. Systematic LDGM codes

Systematic LDGM codes are linear block codes with
parity check matrix H ¼ [P;I], where P is an (n�k) by k

sparse matrix and I is the (n�k) by (n�k) identity matrix.
The positive integer k denotes the number of input bits
and n denotes the number of output bits of a systematic
LDGM encoder. The matrix P of ones and zeros can be
generated at random. A systematic LDGM code will be
called regular if both the number of 1’s in column in the P
matrix and that in row stay fixed for all columns and rows.
Though irregularity can provide performance improve-
ment, regularity could lead to simplified modular im-
plementation in hardware realization. We will study the
regular version only in this paper. We denote the degree of
a variable node as dv, which is the number of ones in each
column in the P matrix. Similarly, the degree of a check
node, dc, represents the number of ones in each row
in the H matrix. The code can be completely specified
by a bipartite graph [11] consisting of check nodes and
variable nodes. Since a systematic codeword is composed
of message bits and parity-check bits, the variable
nodes can be further separated into message-bit variable

(MV) nodes and parity-check-bit variable (PV) nodes.
Based on the structure of the H matrix, the code rate R

of (dv, dc)-regular systematic LDGM codes is given as
R ¼ 1=ðdv=ðdc � 1Þ þ 1Þ.

It should be noticed that, when a code has a generator
matrix with rows of constant weight, the code contains
code words of the specified constant weight, and hence
the minimum distance of the code could have been
specified. In the case of regular systematic LDGM codes,
the minimum distance of the code is not larger than dv+1,
i.e., the weight of the rows of the generator matrix.

2.2. The majority-rule based iterative decoding algorithms

There are two steps in each iteration for the MB
iterative decoding algorithm. The first step is done in a
check node. The output binary message from the ith check
node, toward the jth of its dc variable nodes, is the result of
the XOR operation on the rest of dc�1 incoming binary
messages. That is, ci;j ¼ �

Pdc�1
k¼1;ðkajÞðvk;jÞ, where the sum-

mation is done in modular-2 addition and vk,j is the binary
message from the kth variable to the ith check node. The
second step is done in a variable node at which the
majority rule is applied. Let fj, f j 2 f0;1g; denote the hard-
decision binary value of the received signal for the jth bit
transmission. The output binary message from the jth
variable node, toward the ith of its dv check nodes, is
obtained from the rest of dv�1 incoming messages, and is
given by

nj;i ¼
f̃ j if

Pdv�1

k¼1;ðkaiÞ

XORðf j; ck;jÞ

 !
� m;

f j o:w:

8>><>>: (1)
That is, if m or more incoming messages are violated, then
the message vj,i is the complement of fj; otherwise, it
holds the value of fj. At the last iteration, the jth bit is
decoded to be f̃ j if ð

Pdv

k¼1XORðf j; ck;jÞÞ � m; otherwise, the
jth bit is decoded to be fj. In the algorithm, the weight m is
an integer between 0 and dv. The weight m needs to be
carefully chosen in each iteration as it affects the
performance of the MB iterative decoding algorithm.
From the above description, we note that the MB iterative
decoding algorithm is extremely simple.

3. Error performance analysis

In this section, we derive the recursive expression (2)
and the tight lower bound expression (11). These expres-
sions serve as efficient tools to extract the performance of
the codec for given degrees of systematic LDGM codes.

Due to the hard decision characteristic of the MB
decoding algorithm, we may assume all the coded bits are
transmitted through a binary symmetric channel with
error probability P0. Consider the error performance on an
MV node. Assume infinite code length and unfold the MB
iterative decoding onto a cycle free decoding tree. Then,
the error probability for the message on the MV node after
the ith iteration can be expressed by the recursive form

Piþ1 ¼ P0ð1� f ðm; PiÞÞ þ ð1� P0Þðgðm; PiÞÞ. (2)

where

f ðm; xÞ ¼
Xdv�1

l¼m

dv � 1

l

 !
1þ ð1� 2P0Þð1� 2xÞdc�2

2

 !l

�
1� ð1� 2P0Þð1� 2xÞdc�2

2

 !dv�1�l

(3)

and

gðm; xÞ ¼
Xdv�1

l¼m

dv � 1

l

 !
1� ð1� 2P0Þð1� 2xÞdc�2

2

 !l

�
1þ ð1� 2P0Þð1� 2xÞdc�2

2

 !dv�1�l

. (4)

The first term in (2) represents the probability of an event
that the MV node was in the error state originally and the
error correction mechanism of MB algorithm is not
triggered because less than m extrinsic messages, out of
dv�1 total, are in violation. Thus the error in the variable
node remains unchanged. The second term represents the
probability of an event that the MV node was in the
correct state but the error correction mechanism of MB
algorithm is falsely triggered—because of m or more
extrinsic messages in violation—and forces an error.

It is interesting to compare this recursion result (2) to
Gallager’s result on regular LDPC codes [9, p. 46]. The
difference is that we have ð1� 2P0Þð1� 2xÞdc�2 in the
recursion equation, instead of ð1� 2xÞdc�1. This belongs to
one of the characteristic results of the systematic LDGM
codes. It is caused by the one and only one connection
made by each PV node to the corresponding check node in
the bipartite graph. This causes the error floor effect in
systematic LDGM codes.
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For a given channel error probability P0, the weight m

and the degrees dv and dc determine the behavior of the
recursive process (2) and hence the error performance.
The optimal weight m which minimizes Pi+1 in (2) for the
ith iteration can be found by exhaustively searching for
the integer between 0 and dv, or by solving the smallest
integer m which satisfies the following inequality [9]:

1� P0

P0
�

1þ ð1� 2P0Þð1� 2PiÞ
dc�2

1� ð1� 2P0Þð1� 2PiÞ
dc�2

 !2m�dvþ1

. (5)

In the following, we derive the lower bound ex-
pression based on the recursive expression (2). Taking
the partial derivative of (2) with respect to Pi, we obtain

@Piþ1

@Pi
¼ �P0

@f

@Pi
þ ð1� P0Þ

@g

@Pi
, (6)

where

@f

@Pi
¼

dv � 1

m

� �
ðmxþ

m�1

x�
dv�1�m

Z�Þ (7)

and

@g

@Pi
¼

dv � 1

m

� �
ðmx�

m�1

xþ
dv�1�m

ZþÞ. (8)

In (7) and (8), the notations xþ; x�;Zþ; and Z� are defined
as xþ ¼ ð1þ ð1� 2P0Þð1� 2PiÞ

dc�2
Þ=2, x� ¼ ð1� ð1�

2P0Þð1� 2PiÞ
dc�2
Þ=2, Zþ ¼ ðdc � 2Þð1� 2PoÞð1� 2PiÞ

dc�3,
and Z� ¼ �ðdc � 2Þð1� 2PoÞð1� 2PiÞ

dc�3.
Without loss of generality, we may assume that P0 and

Pi are restricted in the interval [0, 0.5]. Then, we observe
that (6) is always non-negative, i.e., @Piþ1=@Pi � 0. This
shows that (2) is a monotone increasing function of Pi.
Therefore, by substituting Pi ¼ 0 into (2), we can obtain a
lower bound expression of Pi+1.

The weight m used in the lower bound expression can
be determined via (5). By substituting Pi ¼ 0 into (5), we
have

1� P0

P0
�

1þ ð1� 2P0Þ

1� ð1� 2P0Þ

� �2m�dvþ1

. (9)

If P0 is restricted within the interval [0, 0.5], then (1�P0)/
P0 is not less than 1. The inequality is satisfied if and only
if the exponent of the right hand side is greater than 1, i.e.,
2m� dv þ 1 � 1. The smallest integer that satisfies this
inequality is m ¼ dv=2

� �
, where �d e is the ceiling opera-

tion. Notice that, at the last iteration, the number of
available extrinsic messages for an MV node is dv, instead
of dv�1. Hence, we choose the weight m* for a given (dv,
dc) regular systematic LDGM as

m� ¼
dv þ 1

2

� �
. (10)

Therefore, the lower bound expression, which is only a
function of the degree of variable nodes dv, is given by

PLB ¼ P0 1�
Xdv

l¼m�

dv

l

 !l

ð1� P0Þ
l
ðP0Þ

dv�l

0@ 1A
þ ð1� P0Þ

Xdv

l¼m�

dv

l

 !l

ðP0Þ
l
ð1� P0Þ

dv�l

0@ 1A. (11)
We note that the results (2) and (11) are based on
the cycle-free assumption, i.e., infinite code length.
Thus, they render the best performance for given
degrees of systematic LDGM codes. The tightness
of the lower bound is illustrated through simulation in
Section 4.
4. Simulation results and discussion

Assuming BPSK modulation over AWGN channels, the
error probability of the equivalent binary symmetric
channel (BSC) for the MB algorithm is obtained by
P0 ¼ 0:5erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
REb=N0

p	 

, where R is the code rate, Eb is

the energy per bit, and N0 is the one sided power spectral
density of the noise. We assess the best possible
performance of the code by using the recursion form (2)
in the following manner. While numerically evaluating
the recursion expression (2), we test out all the possible
choices of m in each iteration and then select the best
value of m that results in the lowest error probability at
the end of each iteration. In addition, we let a large
number of iterations (more than 50) to ensure the
convergence of the recursive form (2).

Fig. 1(a) shows the BER curves for rate half systematic
LDGM codes with degree (8, 9), (9, 10), (10, 11), (11, 12),
(12, 13), and (13, 14). Fig. 1(b) shows the BER curves for
rate around 1/3 systematic LDGM codes with degree (9,6),
(10,6), (11,6), and (11,7). The dashed curves in the figure
are obtained from the recursive method (2), whereas the
solid curves are obtained from the non-recursive lower
bound (11). We note that the lower bound is asymptoti-
cally tight with respect to channel signal to noise ratio
(SNR). This is expected because, at high SNR, Pi in (2) can
evolve to a value very close to zero, and hence the
assumption Pi ¼ 0 we made to derive the lower bound
becomes more valid. We also note that the lower bound
expression predicts the performance well in the entire
error floor region. Defining threshold as the SNR the
waterfall starts, moreover, we note that a code with small
degrees exhibits a high error floor but a small threshold;
whereas a code with large degrees shows a low error floor
but a larger threshold. Considering the trade-off relation
between the error floor and the threshold behavior, the
best degree dv for systematic LDGM codes under MB
iterative decoding algorithm can be selected. For example,
we may select it to be 10 based on our results. Systematic
LDGM codes with other degrees are not good, since they
exhibit either a high error floor or a large threshold. In
addition, we observe that, for rate half systematic LDGM
codes, the curves of (dv, dv+1) and (dv+1, dv+2) converge
asymptotically for even dv. This is one of the characteristic
behaviors of systematic LDGM codes which was also
reported in [2].

Fig. 2 shows the BER curves obtained from the Monte
Carlo computer simulation. Ten iterations are used in the
MB algorithm. Two randomly constructed (8, 9) and (9, 10)
systematic LDGM codes with length 6000 are used in
simulation.

To draw best threshold behavior while maintaining a
low error floor, we use the following strategy for selecting
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rate around 1
3 systematic LDGM codes. In the figure, the dashed curves

represent the BER obtained from the recursive expression (2) with

dynamic optimized weight m; the solid curves represent the BER

obtained by the non-recursive lower-bound expression (11).
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the weight m. Initially, we choose the weight m which has
the smallest threshold. This initial weight is used all the
way through the last iteration, and at the last iteration the
weight calculated from (10) is used to push down the
error floor. For the (8, 9) systematic LDGM code, the
weight of the smallest threshold is m ¼ 5 and the weight
calculated from (10) is also m ¼ 5. Hence, we select the
weight to be 5 throughout the iterations. For the (9, 10)
systematic LDGM codes, the weight of the smallest
threshold is m ¼ 6, whereas the weight calculated from
(10) is m ¼ 5. We choose m ¼ 6 for the iterations all the
way until the last one, and then choose m ¼ 5 for the last
iteration.

The simulation results show that both the (8, 9)
systematic LDGM code and the (9, 10) systematic LDGM
code not only can achieve the lower bound, but also can
achieve the thresholds. In other words, the derived
recursive expression and non-recursive lower bound are
tight and can successfully serve as efficient tools to access
the error performance of the codec.
5. Conclusion

Systematic LDGM codes and the majority-rule based
iterative decoding algorithm may be of interest for
communications system engineers because they render
simple encoding and decoding complexities. The codec
exhibits two eminent error performance behaviors, the
threshold and the error floor. We have provided the
analytic expression (2) for efficiently assessing the best
possible performance of the codec for given degrees of
systematic LDGM codes. Furthermore, a simple tight
lower bound expression (11) has been derived, which
can be readily evaluated once the degree of variable nodes
is given.
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ABSTRACT Blockchain technology has revolutionized the financial landscape, with cryptocurrencies
gaining widespread adoption for their decentralized and transparent nature. As the sentiment expressed
on social media platforms can significantly influence cryptocurrency discussions and market movements,
sentiment analysis has emerged as a crucial tool for understanding public opinion and predicting market
trends. Motivated by the aim to enhance sentiment analysis accuracy in the cryptocurrency domain, this
paper investigates fine-tuning techniques on large language models. This paper also investigates the efficacy
of supervised fine-tuning and instruction-based fine-tuning on large language models for unseen tasks.
Experimental results demonstrate a significant average zero-shot performance gain of 40% after fine-tuning,
highlighting the potential of this technique in optimizing pre-trained languagemodel efficiency. Additionally,
the impact of instruction tuning on models of varying scales is examined, revealing that larger models benefit
from instruction tuning, achieving the highest average accuracy score of 75.16%. In contrast, smaller-scale
models may experience reduced generalization due to the complete utilization of model capacity. To gain
deeper insight about how instruction works with these language models, this paper presents an experimental
investigation into the response of an instruction-based model under different instruction tuning setups. The
investigation demonstrates that the model achieves an average accuracy score of 72.38% for short and simple
instructions. This performance significantly outperforms its accuracy under long and complex instructions
by over 12%, thereby effectively highlighting the profound significance of instruction characteristics in
maximizing model performance. Finally, this paper explores the relationship between fine-tuning corpus
size and model performance, finding an optimal corpus size of 6,000 data points for achieving the highest
performance across different language models. Significantly, a distillation model of BERT called MiniLM,
published by theMicrosoft research team, stands out for its exceptional data efficiency, effectively optimizing
its performance while making efficient use of data. Conversely, Fine-tuned LAnguage Net, FLAN-T5
developed by the Google research team, impressively maintains consistent and reliable performance across
diverse corpora, further affirming its robustness and versatility.

INDEX TERMS Zero-Shot Learning, In-context Learning, Supervised fine-tuning, Instruction Tuned,
Prompt Engineering.

I. INTRODUCTION

IN the recent decade, cryptocurrency has gainedmuch trac-
tion in finance and business for its decentralization, per-

missionless, and open nature built on the public blockchain
[1]. This architecture can create an immutable and highly
interoperable financial system with unprecedented trans-
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parency, equal access rights, and little need for central author-
ities that smart contracts can control [2]. Cryptocurrencies
employ cryptographic ciphers to facilitate financial transac-
tions, distinguishing them from traditional forms of currency
[3]. Cryptocurrencies are the first pure digital assets to be in-
cluded by asset managers [4]. They mitigate double-spending
by leveraging multiple verifications from neighboring nodes
within the blockchain network. As the number of confirma-
tions grows, the transaction gains enhanced reliability and
become highly irreversible. Because of these favorable at-
tributes and the widespread accessibility of cryptocurrencies,
they can be a means of transaction and a store of wealth [4],
[5].

In cryptocurrency discussions, social media networks have
gained significant importance as information-sharing plat-
forms. Communicating crypto events and market conditions
through social media is widely recognized. Moreover, there is
a prevalent belief in the correlation between altcoin prices and
the sentiment expressed within the Twitter community [6].
The demand for cryptocurrency is intricately tied to people’s
trust in Bitcoin and its underlying technology. As people’s
trust plays a significant role in the growth of the cryptocur-
rency market, the sentiment of the general population has
a substantial impact on the future market capitalization of
cryptocurrencies [7]. The effect of social media on crypto
discourse is growing [8]. The sentiment expressed on social
media platforms can greatly influence cryptocurrency discus-
sions, shaping public opinion, driving market movements,
disseminating information, and generating buzz. In 2019,
over 300million activemonthly users shared their emotions in
multiple languages on various social media platforms, includ-
ing Twitter, Facebook, and YouTube. Among these platforms,
Twitter has emerged as one of the most influential social
media networks [9], [10]. Twitter stands out as a unique plat-
form due to its straightforward way of gauging individuals’
sentiments toward a text. Performing real-time data analysis
is also possible on the Twitter platform [11].

Sentiment analysis is a sub-research area of computational
Natural Language Processing (NLP) studies and a widely
used contextual mining technique for extracting valuable and
subjective information from text-based data [6], [12]. There
are several approaches to sentiment analysis, which is the
process of determining the sentiment or emotion expressed
in the text based on the type and size of the corpus. The rule-
based approaches use a set of predefined rules, such as reg-
ular expressions and dictionaries, to classify text as positive,
negative, or neutral [12]. Machine learning approaches try to
find patterns from the provided data. This approach involves
training a machine learning model on a labeled dataset to
classify new text. These machine-learning techniques are
further expanded over supervised and unsupervised. Wherein
supervised approaches are trained on an annotated dataset,
unsupervised does not require work on experience to improve
accuracy [13]. However, pre-trained models can be Fine-
tuned on specific datasets, reducing the need for labeled data
and computational resources [14].

In text mining, sentence-level sentiment analysis has
emerged as a burgeoning area of research. This analytical
process encompasses six fundamental stages: data collec-
tion, data preprocessing, feature extraction, model training,
model evaluation, and model deployment. Feature extrac-
tion, in particular, holds significant importance in optimizing
the model’s efficacy. Conventionally, Bag-of-Words (BoW)
[15] and N-gram [16] techniques are widely employed for
this purpose. However, their one-hot word representation ap-
proach creates high-dimensional feature spaces and scalabil-
ity challenges, failing to capture word sequences and their
syntactic and semantic nuances.Word embeddingmodels like
word2vec [17] andGlove [18] have gained popularity for their
ability to capture word semantics in high-dimensional spaces,
although they require substantial training data and are sus-
ceptible to data sparsity issues for rare or out-of-vocabulary
(OVV) [12] words, which can impact performance.
To address the abovementioned limitations, a transformer-

based NLP model was proposed [19] in the paper "Attention
is All You Need." The transformer architecture is based on
self-attention, which allows the model to weigh the impor-
tance of different words in a sentence when making pre-
dictions. In short, it creates contextual awareness between
the words of a sentence. BERT [20], T5 [21], GPT-3 [22],
and LLaMA [23] are a few examples among all pre-trained
transformer-based models for NLP tasks. All these models
have shown remarkable performance on various NLP tasks,
especially in few-shot learning. However, they are less suc-
cessful in zero-short learning [24]. This paper explores a sim-
ple but powerful method called instruction tuned to improve
the performance of zero-shot learning of Large Language
Models (LLMs) for cryptocurrency sentiment classification
tasks. Moreover, this paper utilizes an In-context learning
(ICL) and prompt engineering method to generate effective
instructions using LLMs that allow the creation of effective
instructional datasets for fine-tuning the pre-trained language
models to extract the cryptocurrency sentiment from social
media data.
The key contributions of this paper are summarized as

follows:

• ImprovedModel Efficiency through fine-tuning: The
study demonstrates that supervised fine-tuning and in-
struction tuning significantly enhance pre-trained lan-
guage models’ performance on unseen tasks related to
cryptocurrency sentiment analysis. This research exper-
imentally shows that the average accuracy scores signif-
icantly increased after fine-tuning. The findings provide
compelling evidence that fine-tuning enhancesmodel ef-
ficiency, with an average performance gain of 40%. This
contributes to the practical application of fine-tuning as a
powerful tool for optimizing pre-trained language model
performance.

• Benefits of Instruction Tuning and Model Scale:
Building upon previous research, the study investigates
the impact of instruction tuning on different-sized lan-
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guage models. By analyzing FLAN-T5 models of vary-
ing scales, it was discovered that larger models benefit
from instruction tuning by improving generalization to
new tasks. However, for small-scale models, instruction
tuning had a detrimental effect on generalization, poten-
tially due to the complete utilization of model capacity
for learning the mixture of instruction tuning tasks. This
observation enhances our understanding of the interplay
between instruction tuning and model scale, providing
valuable insights for future model development and de-
ployment.

• Impact of model performance under different in-
struction tuning setups: The conducted experimenta-
tion aimed to compare the quality ofmodels under differ-
ent instruction tuning setups, specifically focusing on the
response of the instruction-based model. By introducing
diverse instructions of varying lengths and complexities,
the study provided insights into the model’s handling
of different instruction types, revealing its effectiveness
in understanding and executing short and simple in-
structions compared to long and complex ones, thereby
emphasizing the importance of considering instruction
characteristics in instruction tuning setups.

• Impact of fine-tuning Corpus Size on Model Perfor-
mance: The research explores the relationship between
the size of the fine-tuning corpus and the performance
of language models. By varying the sample size, the
study investigates the influence of data availability on
model performance. The findings highlight the optimal
corpus size of 6000 data points for achieving the highest
performance for each model and the data efficiency of
MiniLM in leveraging limited data.

The remaining paper is organized as follows: Section
II provides background information and reviews of related
works. Section III presents the comprehensive architecture
of the proposed model. Section IV showcases the analysis
and metrics of the experimental results used for evaluation.
Finally, in Section V, the paper concludes and summarizes the
findings while also discussing the potential areas for future
research and research limitations.

II. RELATED WORK
Recently, researchers have perceived a growing interest in
leveraging sentiment analysis techniques for cryptocurrency.
Several models are available for sentiment acquisition, each
with varying precision and applicability [25]. Hasan et al.
[26] investigated public sentiment analysis by employing a
machine learning algorithm, namely the Support Vector Ma-
chine. The researchers also utilized Chi-square for feature
selection to mitigate sentence noise. A similar approach was
used by Satrya et al. [27] to determine the polarity of the
sentiment. Additionally, they used TF-IDFweighting to trans-
form the data from text to numeric values. The methodology
employed by Padmalatha et al. [28] is based on Naive Bayes
model to analyze social media opinions. Prasad et al. [29]

designed an ensemble classifier to classify YouTube com-
ments based on cryptocurrency. They used Decision Tree,
K Nearest Neighbors, Random Forest Classifier, XGBoost,
and a Logistic Regression base classifier to create a stacked
ensemble model. Sasmaz et al. [6] studied the feasibility of
automated sentiment analysis for cryptocurrencies using the
Random Forest Classifier.
The Valence Aware Dictionary for Sentiment Reasoning

(VADER), a widely utilized and straightforward sentiment
calculation model, is commonly employed to predict cryp-
tocurrency prices by analyzing cryptocurrency-related news
and Tweets. Suardi et al. [30] used VADER to investigate the
predictive power of information contained in social media
tweets on bitcoin market dynamics. The extent to which
Twitter sentiment analysis can predict price fluctuations for
cryptocurrencies was examined by Oikonomopoulos et al.
[31]. They employed VADER for sentiment analysis in their
study. Jagini et al. [32] intend to analyze the effect of tweets
on the stock price of Bitcoin. To calculate the associated
sentiment, they also used VADER. Parekh et al. [33] proposed
a hybrid and robust DL-Gues framework for cryptocurrency
price prediction. They also utilized a similar VADER tech-
nique in their framework to extract the polarity from the
Twitter sentiment.
Regarding the recent superior performance transformers-

based model, Dwivedi et al. [34] utilized the BERT (Bidi-
rectional Encoder Representation) to predict the sentiments
of cryptocurrency news articles. Kim et al. [35] introduced
CBITS, a Fine-tuned version of BERT designed explicitly for
cryptocurrency sentiment analysis, mainly focusing on the
Korean crypto market. Widianto et al. [36] have created a
BERT model to assess sentiment analysis on cryptocurrency
and NFT by utilizing data crawling and pre-processing using
Rapiminer. The findings of Ortu et al. [37] indicate that incor-
porating features derived from BERT-based emotion classifi-
cation of comments on GitHub and Reddit results in a notable
improvement in the predictability of Bitcoin and Ethereum’s
hourly and daily return direction. Despite extensive explo-
ration of sentiment extraction methods, including rule-based
and machine learning-based approaches, they often prove
inadequate in cryptocurrencies due to domain-specific jargon,
slang, and sentiment ambiguity not adequately covered by
general-purpose texts [35]. Rule-based systems, although less
accurate, are limited by the need for more powerful linguistic
resources [12]. On the other hand, machine learning-based
methods tend to achieve higher accuracy but require large
amounts of labeled training data and significant computa-
tional resources. Existing literature reveals a notable gap
in utilizing large language models for sentiment extraction.
Additionally, there is a lack of research using fine-tuning
techniques, despite their potential to enhance performance
and adaptability.
This study proposes integrating large language models and

utilizing fine-tuning techniques in sentiment extraction to
address these research gaps. By leveraging the capabilities
of large language models and optimizing their performance
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through fine-tuning, this research aims to overcome the lim-
itations of current approaches and advance the accuracy and
applicability of sentiment extraction, especially in cryptocur-
rency. This contribution expects to facilitate the develop-
ment of more effective and comprehensive sentiment analysis
methodologies, ultimately enhancing decision-making pro-
cesses in related industries and domains.

III. PROPOSED SYSTEM
This section illustrates and describes the entire procedure
adopted in this paper. It is subdivided into five sub-sections.
Subsection III-A summarizes the proposed model along with
its visualization. The overview of the core concept related to
the proposed model is discussed in the following subsections.

A. PROBLEM FORMULATION
Let X be the set of tweets related to cryptocurrency where
each tweet x ∈ X is represented as a feature matrix x ∈ R1×n

thus, X can be represented as

X ∈ Rm×n (1)

where m is the number of tweets and n is the number of
features used to represent each tweet. Let Y be a set of
sentiments represented as a target matrix

Y ∈ Rm×1 (2)

where m is the number of tweet labels. For this experiment,
only positive, negative sentiment tweets are considered. Thus
dataset D can be represented as

D = (X (i),Y (i)|X (i) ∈ R(1×n),Y (i) ∈ R(1×1)) (3)

which consisting of pairs (X (i),Y (i)). We can then define the
model

f : R(m×n) → R(m×1) (4)

that maps each tweet matrix X ∈ R(m×n) to its sentiment
matrix Y ∈ R(m×1). The goal is to train the model f on the
data set D such that

∀x ∈ X : f (x,Θ) ∈ Y (5)

where Θ is the model parameters. We can use various math-
ematical techniques, such as gradient descent, backpropaga-
tion, and cross-entropy loss, to train/fine-tune the model f on
D. Moreover, We can use various optimization algorithms,
such as stochastic gradient descent or Adam, to find the op-
timal set of parameters Θ∗ that minimizes the cross-entropy
loss. The loss function can be defined as:

L(Θ) = −
m∑
i=1

y(i)log(f (x(i),Θ))+

(1− y(i))log(1− f (x(i),Θ))

(6)

where m is the number of training examples, x(i) is the ith

tweet vector in the training set, y(i) is the corresponding sen-
timent label (either 0 or 1 for negative or positive sentiment,
respectively), and f (x(i),Θ) is the predicted sentiment score

for x(i) given the current set of parameters Θ. We aim to
minimize the cross-entropy loss L(Θ) by finding the optimal
set of parameters Θ∗ that maximizes the likelihood of the
training data D given the model.
Once the model is trained/fine-tuned, we can use it to

predict the sentiment of new tweets related to cryptocurrency
by feeding their feature matrix representations into the model
and obtaining the predicted sentiment matrix as output. Math-
ematically the final model can be represented as

Meval = (ftuned,Dtest) (7)

where ftuned is the trained/Fine-tuned model and Dtest is the
evaluation dataset.

B. PROPOSED SYSTEM ARCHITECTURE
The design overview of our proposed model is shown in Fig-
ure 1. The proposed architecture begins with the initial user
interaction step and prompt generation. The user engageswith
the OpenAI "text-davinci-003" model, initiating the prompt
generation process. The users provide contextual information
using prompt templates, which input the subsequent stages.
The provided text is transmitted to the language model’s
backend through an API call, facilitating communication be-
tween the users and the large language mode. Next, a content
moderator component is employed to evaluate the content. If
the content is determined to be unsafe, the model responds
with a default message. In the case of safe content, the system
proceeds through a safety gateway to engage with the core
parts of the large language model. This model encompasses
several key components, like a response generator, context
processor, knowledge domain, and system response gener-
ator. The system leverages its knowledge domain through
interaction with these components to generate an effective
response based on the provided input. The resulting response,
an AI-generated prompt, is then delivered to the user. Upon
receiving the AI-generated prompt, a filtering process takes
place. Human feedback is vital in determining whether the
prompt should progress to the subsequent stages.
The primary objective of this filtering is to generate ade-

quate instructions by harnessing the advantages of in-context
learning inherent in large language models and to prune
low-quality and repeated instructions before adding them to
the task pool. Finally, the prompt generation is refined by
incorporating user feedback and capitalizing on the model’s
contextual understanding to enhance its efficacy. The process
involving user interaction, prompt generation, filtering, and
human feedback collectively constitutes the in-context learn-
ing and prompt engineering phase. The overall process of
generating instructions using in-context learning can be seen
in Algorithm 1. This phase aims to iteratively improve the
prompt generation procedure by leveraging user feedback and
maximizing the model’s contextual comprehension capabili-
ties.
Following the generation of effective instructions, the sub-

sequent objective is to create an augmented dataset. This
dataset is constructed by concatenating the introductions with
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FIGURE 1. The Proposed System Model.

the original dataset, ensuring a comprehensive collection
of relevant information for training purposes. Algorithm 2
shows the process of generating an augmented crypto sen-
timent dataset. The instructional dataset is then divided into
separate training and validation sets. Three additional datasets
are withheld to measure zero-shot performance, remaining
untouched for evaluation. The large languagemodels undergo
fine-tuning at this stage, utilizing the instructional dataset.
The initial model weights are modified, resulting in a newly
instructed, Fine-tuned model version. The overall fine-tuning

process of a large language model can bee observed in Algo-
rithm 3. After the fine-tuning process, the performance of var-
ious models is evaluated. This evaluation provides valuable
insights into the efficacy and effectiveness of the in-context
learning and prompt engineering techniques employed in
instructing fine-tuning for Zero-shot learning.

C. PRE-TRAINED LANGUAGE MODELS (PLMS)
Recently, there has been a significant emphasis on pre-trained
language models (PLMs) that utilize self-supervised learning
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Algorithm 1 Generating instructions using in-context learn-
ing.

Constant model, model, temp, max_len, top_p, penalty
Input A human-generated prompt p ∈ P.
Output An effective instructions pool Y .

1: Define the Language Model (LLM) as a function G :
P → R that maps a given prompt p ∈ P to a model-
generated response r ∈ R.

2: r ← G(p;mode,model, temp,max_len, top_p)
3: Pass the response through a filter F : R→ (True,False)
4: for response r ∈ R do
5: if F(R) = True then
6: Add r to the effective instructions pool Y .
7: else
8: Discard the response r .
9: end if

10: end for
11: Return Effective instructions pool Y

Algorithm2Generating augmented crypto sentiment dataset.
Input Effective instructions pool Y , and Crypto sentiment

dataset X .
Output Augmented crypto sentiment dataset Xaugmented .

1: Let function C : x → x which cleans a dataset entry.
2: Xfiltered ⊆ Xwhich contains only non-neutral sentiments.
3: for i← (1 . . . len(Xfiltered)) do
4: X (i)

cleaned ← C(X (i)
filtered).

5: end for
6: Select an instruction y ∈ Y .
7: Let function A : (x, y) → x which augments each entry
x ∈ X with an instruction y.

8: for i← (1 . . . len(Xcleaned)) do
9: X (i)

augmented ← A(X (i)
cleaned , y).

10: end for
11: Return Augmented dataset Xaugmented

on extensive raw text data [38]. Notable examples of such
models include GPT-3 [22], PaLM [39], Chinchilla [40],
LLaMA [23], and Falcon 40B [41]. By training on large-
scale texts using self-learning tasks like masked word pre-
diction, sentence sequence recognition, text completion, and
text generation [19], [42] PLMs acquire a comprehensive
understanding of language. In addition, these models enhance
the semantic representation of words by considering contex-
tual dynamics and provide a unified framework for various
NLP tasks. Currently, there are three standard models [43]
structures in PLMs: autoregressive language models, autoen-
coding language models, and hybrid language models. Rep-
resentative models for each design are GPT [22], BERT [20],
and T5 [21], respectively. Autoregressive language models
follow a standard approach where language modeling is done
decoder-only, predicting words one by one through one-way

Algorithm 3 Fine-tuning of a pre-trained language model.
Constant random_seed, input sequence size, number of

layers, number of hidden layer nodes, number of classifier
outputs.

Input Training set (X (1)
train,Y

(1)
train), . . . , (X

(M)
train ,Y

(M)
train ).

Output Trained language model network parameters..

1: for epoch ∈ epochs do
2: for batch ∈ batches do
3: for i← (1 . . . len(batch)) do
4: M (i)

train ← tokenizer(X (i)
train)

5: M̂ (i)
train ← model(M (i)

train)
6: end for
7: loss← E(Y (batch)

train ,Y (batch)
train )

8: Calculate ∇Θ for backpropagation.
9: Adjust parameters using an optimizer to minimize

the loss.
10: end for
11: end for
12: Return Task-specific Fine-tuned model.

language encoding-decoding and token-by-token prediction
of words. Autoencoding language models randomly mask
words in a sentence, use bidirectional encoding to capture
context, and then predict the masked words based on the en-
coded information. Finally, hybrid language models combine
the approaches of the previous two models. They mask words
randomly in a sentence, apply bidirectional encoding, and
predict subsequent words step by step by inputting the earlier
text in one direction [43].
The advancement of artificial intelligence technology has

demonstrated that LLMs can acquire a deeper understanding
of language and exhibit stronger capabilities in understanding
and generating data. These models learn abstract knowledge
from raw data, resulting in better generality and generaliza-
tion. The autoregressive language model adopted by GPT-3
and its subsequent models, such as GPT3.5 and GPT4, has
proven advantageous in utilizing natural language for various
tasks in different fields [43]. Initially, it was believed that
increasing the number of parameters in models would lead to
better performance. However, recent research by Hoffmann et
al. [23] has shown that smaller models trained on more data
can achieve the best performances given a specific computing
budget.
According to Figure 2, the data analysis shows a clear

trend of increasing pre-trained token usage over the years.
In the initial years (2020-2021), models exhibited relatively
low token counts during the pre-training phase. However, in
recent years (2022-2023), there has been a notable surge in
the number of pre-trained tokens utilized by languagemodels.
Such expansion signifies model developers’ recognition of
the benefits of leveraging more extensive and diverse pre-
training corpora, enabling improved contextual understand-
ing and enhanced performance in downstream tasks.

6 VOLUME 11, 2023



Contrary to the trend observed in pre-trained token usage,
model parameter sizes exhibit a different pattern. In 2021
and 2022, models with considerably large parameter sizes
emerged. However, in 2023, a noticeable decrease in model
parameter sizes is observed. This shift suggests a growing
focus on optimizing computational efficiency and addressing
the resource-intensive nature of large models. As a result,
model developers are actively exploring methods to achieve
comparable performance with fewer parameters, which may
reduce computational costs and carbon footprint.

According to Figure 3, language models can categorize
into three distinct clusters: Models with low token usage and
small parameter sizes, representing the majority, are suitable
for resource-constrained environments. Models with substan-
tial token counts but relatively small parameter sizes exhibit
an exciting trade-off, leveraging massive amounts of pre-
training data while keeping the parameter sizes reasonably
small. Models with low token usage and large parameter
sizes prioritize performance and strike a balance between
computational resources and model capacity. The observed

FIGURE 2. Yearly trend analysis of model parameter size and token usage.

trends in language model development hold significant im-
plications for researchers and practitioners. The increasing
usage of pre-trained tokens emphasizes the importance of
diverse and extensive training data for capturing the degree of
language understanding. Conversely, the fluctuation in model
parameter sizes highlights ongoing efforts to balance model
capacity and computational efficiency. Further research is
required to explore novel techniques and architectures that
optimize the trade-offs in token usage and parameter sizes.

D. FINE-TUNING OF LARGE LANGUAGE MODELS (LLMS)
LLMs have exhibited exceptional abilities in various NLP
tasks [39], [44], [45]. Nevertheless, these models can some-
times display unintended behaviors, such as generating false
information, pursuing inaccurate objectives, and produc-
ing harmful, misleading, and biased expressions [46], [47].
In the pre-training stage, pre-trained language models ac-
quire non-task-specific language knowledge. The subsequent
fine-tuning stage facilitates task-specific adjustments of the
model, enabling it to be utilized for various downstream
tasks [48]. There are two primary approaches [49] to adapt

the pre-trained language models for target tasks: feature-
based approach and fine-tuning. The feature-based approach
involves loading a pre-trained LLM and utilizing it on a target
dataset. The primary focus is creating output embeddings for
the training set, which can be used as input features for a
classification model. While this approach is often used for
embedding-centric models like BERT, embeddings can also
be extracted from generative GPT-style models like "text-
embedding-ada-002". The classification model can be any
desired model, such as a logistic regression model, random
forest, or XGBoost. However, linear classifiers, specifically
logistic regression, have demonstrated superior performance
[49].
fine-tuning is essential for adapting pre-trained language

models to perform specific tasks using labeled training data.
Initially, a pre-trained language model is used as a starting
point and then Fine-tuned on a task-specific dataset with
labeled examples. This process is called supervised fine-
tuning (SFT). This SFT process is necessary to apply PLMs
to tasks like sentence classification, named entity recognition,
and question-answering. Unlike pre-training, this fine-tuning

FIGURE 3. Cluster distribution analysis considering model parameters
and token utilization.

requires less data, typically around 100k words [50]. During
SFT, a task-specific layer is added to the PLMs, and themodel
parameters, including those of the task-specific layer, are
updated through gradient descent using an appropriate loss
function [49]. One advantage of the PLMs is the ability to
freeze specific layers while fine-tuning the remaining ones,
potentially improving performance. However, it has been
observed that freezing too many layers may lead to poor
performance [50]. The power and popularity of PLMs come
from the fact that the pre-training process only needs to be
done once in a task-agnostic manner. Subsequently, a simple
and more cost-effective fine-tuning process is sufficient for
each specific task. This is possible because the dataset size
required for fine-tuning is considerably smaller, reducing
time and resource requirements [51].
Another form of fine-tuning is instruction tuning (IT) –

fine-tuning language models on a collection of datasets de-
scribed via instructions. Fundamentally, instruction tuning in-
volves fine-tuning pre-trained LLMs using a set of formatted
instances in natural language form [24]. This approach is
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closely related to SFT [46]. The initial step involves gathering
or constructing instances formatted as instructions to initiate
instruction tuning. Subsequently, these formatted instances
are employed to finetune LLMs using supervised learning
techniques, such as training with the sequence-to-sequence
loss. Following instruction tuning, LLMs exhibit enhanced
generalization capabilities towards unseen tasks [24], [52],
[53], even within a multilingual context [54]. IT is a more
efficient alternative to pre-training, as it relies on a moder-
ate number of instances for training. This supervised train-
ing process introduces distinct optimization considerations
compared to pre-training, including utilizing a sequence-to-
sequence loss as the training objective and special attention
to factors like smaller batch size and learning rate in the opti-
mization configuration [53]. IT significantly impacts LLMs
by improving performance across various models and en-
hancing task generalization by enabling LLMs to understand
and follow natural language instructions [47], [55].

E. IN-CONTEXT LEARNING (ICL)
In-Context Learning (ICL) pertains to comprehending the
context of the input information and leveraging it accurately
to produce the intended output. It exhibits similarities to the
human decision-making process, wherein individuals learn
from analogy [56]. In LLM utilization, ICL was initially
introduced as a distinctive prompting method, specifically
alongside GPT-3 [44], and has since emerged as a prominent
approach [43]. In contrast to supervised learning, which in-
volves a training phase that utilizes backward gradients to
modify model parameters, ICL does not engage in parameter
updates but instead performs direct predictions on pre-trained
language models. The effectiveness of ICL lies in its depen-
dence on the existing knowledge of themodel and its ability to
decipher the concealed pattern present in the demonstrations,
thus facilitating precise predictions. The approach holds sig-
nificant potential in situations that demand swift adaptation
to new tasks, as it prevents the need for extensive training
periods [57]. The vanilla GPT-3 model shows considerable
potential for ICL, as pre-training adaptation has been shown
to enhance its capabilities [58]. Moreover, the efficacy of ICL
is contingent upon various parameters such as the choice of
prompting template, in-context examples, and their sequence
[59]. Despite being plausible, the underlying mechanism of
ICL remains obscure, and only a few studies have provided
initial insights into its workings [45], [60].

The context window size in LLMs [43], such as GPT-4,
determines the maximum amount of input text the model
can consider when generating its output. With the release
of GPT-4, the context window’s size doubled. GPT-3 was
limited to 2048 tokens. The context window for the GPT-4
API is 8195 tokens, and a 32K context window exists in the
most significant model. However, its performance typically
falls short of fine-tuning, as it needs to update the model’s
parameters for a specific task, whichmay limit its adaptability
to task-specific nuances [49]. Moreover, there are potential
risks associated with ICL. The risk of prejudice and misin-

formation is a significant concern, as the LLMs cannot fact-
check the input provided as part of the prompt, resulting in the
possibility of incorporating erroneous and biased information
into any generated output, including fabricated news or blog
posts [61].

F. PROMPT ENGINEERING
As technological progress continues to unfold, the signifi-
cance of prompt engineering grows in parallel. The ascen-
dancy of large language models, such as ChatGPT [43], ne-
cessitates a skillset that can proficiently engage with them.
By furnishing appropriate prompts, adherence to prescribed
norms and the automation of processes can be ensured, re-
sulting in outputs that align with desired quality and quantity
benchmarks. Like programming, prompts facilitate the cus-
tomization of interactions with large language models, opti-
mizing their utilization to meet specific requirements [62].
A prompt comprises a specific set of directives furnished

to a LLM, enabling customization and refinement of the
model’s capabilities through programming [63]. In short, it
is a text that provides context and instructions for LLMs to
generate a response. Prompts are pivotal in facilitating LLMs
to undertake extensive linguistic tasks, including language
translation, text classification, text summarization, question
answering, and even producing human-like and coherent text
[61]. The use of prompting techniques in NLP tasks has been
extensively studied, covering both zero-short and few-shot
settings, as indicated by various research papers [64]–[67].
Current prompt-based models predominantly rely on Trans-
formers [19]. Prompting is particularly prevalent in online
demonstrations, where generative models are interacted with
using Transformers as assistive agents. By leveraging prompt
engineering, the challenging task of language understanding
can be addressed with improved efficiency [68]. The ’show-
and-tell’ technique [69], where examples and instructions are
provided within the prompt, is the most effective approach
for obtaining the desired output from the LLMs. We provide
an example prompt in our LLM to demonstrate how prompts
for LLMs can be engineered to elicit desired outcomes. The
structure of the prompt is presented in Figure 4. Prompt
engineering possesses several notable advantages: Firstly, it
enables the pre-training of the language model on extensive
volumes of raw text. Secondly, by defining a new prompting
function, the model demonstrates the capability for few-shot
or even zero-shot learning, effectively adapting to new sce-
narios with limited or no labeled data [63].

IV. RESULT ANALYSIS
This result analysis section is subdivided into three sub-
sections. Together, they describe the dataset, narrate the eval-
uation metrics, illustrate the detailed experimental result, and
compare the performance of the models. The experiments
were repeated multiple times to check for anomalies and to
get rid of any bias.
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FIGURE 4. Prompt engineering template.

A. DATASET DESCRIPTION AND PRE-PROCESSING

Four datasets, namely the Neo, Reddit, Bitcoin sentiment, and
Cryptocurrency sentiment datasets are utilized in the experi-
mental analysis. These datasets are the foundation for con-
ducting comprehensive investigations and analyses related
to sentiment analysis in cryptocurrency. Table 1 shows the
statistics.

The Neo dataset consists of tweets related to cryptocurren-
cies, specifically focused on the sentiment towards the Neo
cryptocurrency. The dataset contains 12,000 tweets, evenly
distributed between positive and negative emotions, with
6,000 tweets in each category. The Reddit dataset contains
posts and comments extracted from the popular social media
platform Reddit. The dataset focuses on the sentiment ex-
pressed towards various cryptocurrencies. It includes a total
of 562 posts. Among these posts, 302 are classified as positive
sentiment, while 260 are classified as negative sentiment.
The Bitcoin sentiment dataset consists of tweets specifically
related to the Bitcoin cryptocurrency. The dataset comprises
1,029 tweets, with 779 tweets classified as positive sentiment
and 250 tweets classified as negative sentiment. It is important
to note that this dataset exhibits an imbalance in sentiment
distribution, with more positive than negative tweets taken

intentionally for the experiments. The Cryptocurrency sen-
timent dataset is a collection of tweets that cover a wide
range of cryptocurrencies. The dataset includes 500 tweets,
evenly split between positive and negative sentiments, with
250 tweets in each category.

TABLE 1. Volume of all tweets and volume of tweets for each sentiment
label and dataset.

Description Volume Percentage
All tweets 14,091 100.00%
Positive label 7,331 52.03%
Negative label 6,760 47.97%
Neo dataset 12,000 85.16%
Bitcoin sentiment dataset 1,029 7.30%
Reddit dataset 562 3.99%
Cryptocurrency sentiment dataset 500 3.55%

This study uses the Neo dataset to finetune the pre-trained
language models. The other datasets, Reddit, Bitcoin senti-
ment, and Cryptocurrency sentiment datasets, are employed
to evaluate the performance of the Fine-tuned models on
unseen tasks. The concept of unseen tasks is defined based on
prior work, which disallows the same dataset to appear during
training. By separating the training and evaluation datasets in
this manner, the study aims to provide a robust assessment of
the model’s ability to generalize and perform effectively on
new, unseen data.

B. EVALUATION METRICS
To evaluate the effectiveness of the Fine-tuned models, ac-
curacy (binary classification accuracy) and F1-score were
selected as the evaluation metrics. The calculation of binary
classification accuracy can be represented using the following
equation:

T =
θ + ∅

θ + Λ+ ∅+Ψ
(8)

where T represents the Accuracy (the percentage of the cor-
rect number predicted by the model to the total number of
samples). θ corresponds to the true positive (the predicted
result is positive, and the true result is also positive). ∅ is the
true negative (the predicted result is negative, and the true
result is also negative). Λ corresponds to the false positive
(the predicted result is positive, but the true result is negative).
Ψ represents the true false negative (the predicted result is
negative, but the true result is positive).

For evaluating the value of F1 score, which is the harmonic
mean of precision and recall, the equation would be repre-
sented as

F1 =
2

Precision −1 + Recall −1 (9)

F1 =
θ

θ + 0.5(∅+Ψ)
(10)

where the precision is defined as the number of true positives
over the number of true positives plus the number of false
positives, and recall is the number of true positives over the
number of true positives plus the number of false negatives.
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C. COMPARISON EXPERIMENT AND DISCUSSION
This section will describe the research questions, the experi-
ment detail, the result, and the discussion

1) How does supervised fine-tuning and instruction tuning
impact the efficiency of pre-trained language models in
terms of performance on unseen tasks?
The research question of whether fine-tuning improves the
model efficiency was investigated through a series of ex-
periments. Three pre-trained language models (DistilBert,
MiniLM, and FLAN-T5-Base) and four datasets were used to
train and evaluate the performance of the models. This work
was mainly focused on the zero-shot setup under the default
parameter setup except for the learning rate, batch size, and
no of epochs. The models were trained for a maximum of
3 epochs, and the Adam optimizer with a learning rate of
0.00002, and batch size of 8 was utilized.

Based on the experimental setup the pre-trained language
models were divided into three groups: untuned model, SFT
model, and IT model. Untuned model is the vanilla LM hav-
ing the original checkpoint (only pre-training, no additional
fine-tuning). The SFT model is considered the fine-tuning
setups in a standard supervised way without instruction. It
follows a no-template setup, only inputs and outputs were
given to the model (e.g., for text classification, the input
would be "Earn bitcoin on a daily basis!" and the output would
be "Positive"). On the other hand, the IT model is considered
fine-tuning setups in a standard supervised way with natural
instruction. For IT model, first the instruction and instance
input were concatenated to make a single prompt (e.g., for
text classification. the input would be "Detect the sentiment
of the given text, Text: Earn bitcoin on a daily basis!" and
the output would be "Positive") and then trained the model to
generate the instance output.

Tables 2, 3, and 4 present the results of experiments that
were conducted to classify cryptocurrency-related tweets into
two categories: positive and negative. The performances were
compared between three language models with their vanilla,
supervised Fine-tuned, and instruction-based Fine-tuned ver-
sions in terms of accuracy, F1 score, precision, and recall.

The overall analysis of the results based on the accu-
racy score is shown in Figure 5, which indicates that fine-
tuning improves the model performance dramatically. The
baseline performance for this study was established with the
vanilla LM models. The DistiBERT-vanilla model achieved
an accuracy score of 35.66%, 58.95%, and 60.33% across
three datasets Bitcoin sentiment dataset, Reddit dataset, and
Cryptocurrency sentiment dataset respectively. The MiniLM-
vanilla model achieved an accuracy score of 41.67%, 46.67%,
and 51.25%. And the Flan-T5-Base-vanilla model achieved
an accuracy score of 25.10%, 46.07%, and 45.89%. The
average accuracy score of all three vanilla LM models across
all three different datasets is 45.73%. However, after fine-
tuning, the average performance improved significantly to
59.52% for SFT model and 68.80% for IT model. The exper-
imental results provide compelling evidence that fine-tuning

enhances model efficiency. The substantial improvements in
accuracy scores demonstrate the effectiveness of fine-tuning
across different datasets and models. The average perfor-
mance gain of 40% highlights the significant impact of fine-
tuning on model performance, indicating its potential for
practical applications.
Additionally, a comparison was made between the SFT

and IT models to identify the role of instructions. The results
revealed that the Fine-tuned models with instructions outper-
formed their counterparts without instructions. On average,
the performance of the IT model was 16% higher than the
SFT model. The consistent improvements observed across
multiple models and datasets reinforce the generalizability
of the findings. The results indicate that fine-tuning can be a
valuable technique for optimizing model efficiency in various
domains and tasks, providing researchers and practitioners
with a powerful tool to enhance model performance.

FIGURE 5. Zero-shot performance analysis between untuned, supervised,
and instruction-base Fine-tuned models on unseen tasks.

TABLE 2. Classification results on Bitcoin sentiment dataset.

Model Accuracy F1 score Precision Recall
DistilBERT-vanilla 35.66% 24.42% 62.60% 15.97%
MiniLM-vanilla 41.67% 27.99% 25.00% 33.33%
Flan-T5-Base-vanilla 25.10% 0.26% 0.78% 0.16%
Avg_vanilla 34.14% 17.56% 29.46% 16.49%
DistilBERT-SFT 42.83% 41.28% 70.68% 31.68%
MiniLM-SFT 66.07% 63.03% 70.91% 61.21%
Flan-T5-Base-SFT 65.89% 62.13% 72.57% 60.13%
Avg_SFT 58.26% 55.48% 71.39% 51.00%
DistilBERT-IT 68.12% 70.93% 91.87% 61.53%
MiniLM-IT 70.38% 78.01% 78.59% 81.40%
Flan-T5-Base-IT 75.00% 83.98% 75.00% 100.00%
Avg_IT 71.17% 77.64% 81.82% 80.98%
Best_Score 75.00% 83.98% 91.87% 100.00%

2) How the benefits of instruction tuning are affected by
model scale?
Based on the study conducted by Brown et al. [44], which
revealed that zero and few-shot capabilities of larger language
models substantially improve for larger models, the present
research delves into investigating how the scale of the model
influences the benefits of instruction tuning. The impact of
instruction tuning was evaluated across FLAN-T5 models of
different sizes: small (80M), base (250M), and large (780M),
based on their parameters. The model’s architecture and their
comparative analysis have been summarized in Table 5.
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TABLE 3. Classification results on Reddit dataset.

Model Accuracy F1 score Precision Recall
DistilBERT-vanilla 58.95% 30.79% 49.60% 23.45%
MiniLM-vanilla 46.67% 0.96% 1.90% 0.77%
Flan-T5-Base-vanilla 46.07% 1.05% 2.86% 0.64%
Avg_vanilla 50.56% 10.93% 18.12% 8.29%
DistilBERT-SFT 66.07% 63.03% 70.91% 61.21%
MiniLM-SFT 60.71% 57.00% 63.48% 57.08%
Flan-T5-Base-SFT 53.75% 67.42% 53.70% 99.71%
Avg_SFT 60.18% 62.48% 62.70% 72.67%
DistilBERT-IT 64.82% 55.60% 76.86% 48.04%
MiniLM-IT 63.75% 62.03% 65.06% 65.94%
Flan-T5-Base-IT 74.29% 75.00% 70.19% 86.60%
Avg_IT 67.62% 64.21% 70.70% 66.86%
Best_Score 74.29% 75.00% 76.86% 99.71%

TABLE 4. Classification results on Cryptocurrency sentiment dataset.

Model Accuracy F1 score Precision Recall
DistilBERT-vanilla 60.33% 30.76% 49.80% 23.15%
MiniLM-vanilla 51.25% 45.64% 35.83% 66.67%
Flan-T5-Base-vanilla 45.89% 0.95% 2.86% 0.57%
Avg_vanilla 52.49% 25.78% 29.50% 30.13%
DistilBERT-SFT 65.89% 62.13% 72.57% 60.13%
MiniLM-SFT 60.54% 58.19% 67.19% 57.16%
Flan-T5-Base-SFT 53.93% 68.49% 53.88% 99.71%
Avg_SFT 60.12% 62.94% 64.54% 72.34%
DistilBERT-IT 64.82% 55.60% 76.86% 48.04%
MiniLM-IT 63.75% 62.03% 65.06% 65.94%
Flan-T5-Base-IT 74.29% 75.00% 70.19% 86.60%
Avg_IT 67.62% 64.21% 70.70% 66.86%
Best_Score 74.29% 75.00% 76.86% 99.71%

Table 6 shows the experimental results of classifying the
crypto-related tweets for three models on three datasets. The
models are further subdivided into two groups. One is the
vanilla LM, and the other one is the instruction-based Fine-
tuned model. As depicted in Figure 6, the results shed light
on the effectiveness of instruction tuning with a larger model
size enhancing the performance on unseen tasks. The untuned
models achieved an average accuracy of 54.28% for the small
model, 39.02% for the base model, and 39.28% for the large
model. The achieved accuracy result was inconsistent com-

FIGURE 6. Evaluating instruction tuning efficacy for sentiment detection
in FLAN-T5 models of varying sizes.

pared to the model’s size. However, after applying instruction

tuning, the accuracy improved to 57.98% for the small model,
73.10% for the base model, and 75.17% for the large model.
This potential result could be explained based on the study

conducted byWei et al. [19] that instruction tuning serves two
purposes for larger-scale models. Firstly, it occupies some of
the model’s capacity. Secondly, it instructs these models on
following instructions, enabling them to apply this skill to
new tasks using the remaining capacity, which helps large
models generalize to new tasks. But for small models, it actu-
ally hurts generalization to unseen tasks, potentially because
all model capacity is used to learn the mixture of instruction
tuning tasks.

3) How does the instruction-based model respond over
different instruction tuning setups?
The conducted experimentation aimed to measure and com-
pare the quality of models under different instruction tuning
setups, focusing on the response of the instruction-based
model. By introducing diversity in the styles and formats of
tasks through instructions of varying lengths and complexi-
ties, the study provided insights into how the model handles
diverse instructions and facilitates prompt tuning. Generally,
they can be formulated as the following equations:

argmaxMtuned

∑
i∈I

Q(Mtuned,Li,Ci) (11)

where I = {i1, i2, i3, . . . , in}. Q(Mtuned,Li,Ci) represents
the quality of the instruction-tuned model. Mtuned be the
instruction-tuned model. ij represents the instruction. Li de-
notes the length of instruction i. Ci denotes the complexity
of instruction i. Six instructions were created for this ex-
periment, representing different lengths and complexities as
shown in Table 7.
The results of prompt tuning experiments were analyzed

for both short and simple instructions, as well as long and
complex instructions, with the baseline being the FLAN-T5-
BASE vanilla LM model as shown in Figure 7. Preliminary

FIGURE 7. Performance analysis of untuned and instruction-based
Fine-tuned FLAN-T5 model across various prompts.

experiments revealed that prompt tuning had no significant
impact on the performance of the vanilla LM model, which
achieved an average accuracy score of 46.43% for both se-
tups. However, prompt tuning demonstrated a significant im-
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TABLE 5. Architectural details of FLAN-T5 models.

Model Architecture #Heads #Layers Estimated model params size #Parameter #Trainable parameter Model Checkpoint
FLAN-T5-SMALL encoder-decoder 6 8 308MB 80M 77M google/flan-t5-small
FLAN-T5-BASE encoder-decoder 12 12 990MB 250M 247M google/flan-t5-base
FLAN-T5-LARGE encoder-decoder 16 24 3133MB 780MB 783M google/flan-t5-large

TABLE 6. Performance analysis of untuned and instruction-based Fine-tuned FLAN-T5 model across different sizes and datasets.

Model Untuned Instruction-based tuned
Bitcoin sentiment Reddit Cryptocurrency sentiment Bitcoin sentiment Reddit Cryptocurrency sentiment

FLAN-T5-SMALL 59.98% 51.43% 51.43% 75.00% 49.46% 49.46%
FLAN-T5-BASE 25.10% 46.07% 45.89% 75.00% 72.14% 72.14%
FLAN-T5-LARGE 25.87% 46.07% 45.89% 76.94% 74.29% 74.29%

provement in the performance of the instruction-basedmodel.
Under short and simple instructions, the model achieved an
average accuracy score of 72.38%, showcasing its effective-
ness in understanding and executing such instructions. On the
other hand, the model exhibited slightly inferior performance
for long and complex instructions, with an average accuracy
score of 63.39%.

The findings suggest that the instruction-based model ex-
cels in responding to and executing short and simple instruc-
tions, outperforming its performance under long and complex
instructions by over 12%.

TABLE 7. Prompt type variations for sentiment detection and
instruction-based Fine-tuned model evaluation across diverse text types.

Type Prompt

Shot and simple
Please detect the sentiment.
Detect the sentiment of the text.
Please detect the sentiment of the given text.

Long and complex

Classify the sentiment of the provided cryptocurrency
related social media posts or messages.
Determine the emotional tone of the given text, which
primarily revolves around cryptocurrencies and their
associated concepts.
Categorize the sentiment expressed in the provided
dataset consisting of the text snippets related to
cryptocurrency and computer science, focusing on
capturing positive or negative sentiments.

TABLE 8. Average zero-shot accuracy at different sample sizes on
supervised Fine-tuned models.

Sample size DistilBert MiniLM FLAN-T5 Average Best Score
2K 54.58% 63.03% 58.51% 58.71% 63.03%
4K 56.54% 69.08% 60.27% 61.93% 69.08%
6K 66.64% 69.67% 61.16% 65.82% 69.67%
8K 57.83% 66.82% 60.89% 61.85% 66.82%
10K 55.93% 54.58% 61.04% 57.19% 61.04%
12K 58.26% 59.72% 60.93% 59.64% 60.93%

4) How does the size of the fine-tuning dataset impact the
performance of different language models, and what is the
optimal sample size for achieving the highest performance
of any model?
The experimental evaluation aimed to explore the relationship
between the size of the fine-tuning dataset and the SFT mod-
els’ performance. Three models, namely DistilBert, MiniLM,

and FLAN-T5-Base, were examined, and the sample size was
varied from 2,000 to 12,000 data points to assess the influence
of data availability. Table 8 presents the average zero-shot
accuracy achieved by each model at different sample sizes
on unseen tasks. The experimental findings provide valuable
insights into the impact of fine-tuning dataset size on model
performance, highlighting data efficiency and consistency
considerations across the examined models. Among the three
models, the best accuracy result was consistently achieved
with a sample size of 6,000 data points. At this sample size,
DistilBert reached an accuracy of 66.64%, MiniLM achieved
69.67%, and FLAN-T5-Base demonstrated an accuracy of
61.16%. This indicates that 6,000 data points serve as an
optimal balance for achieving the highest performance for
each model. MiniLM exhibited significant data efficiency by
achieving an average zero-shot accuracy of 63.03% with a
sample size of 2,000 data points. In comparison, FLAN-T5-
Base and DistilBert required larger sample sizes, approxi-
mately double and triple the data, respectively, to attain com-
parable accuracy levels. This showcases MiniLM’s ability to
leverage limited data and deliver competitive performance
effectively.

Furthermore, FLAN-T5-Base displayed consistent perfor-
mance across varying sample sizes, maintaining relatively
stable average zero-shot accuracy values. This suggests the
model’s robustness and resilience to variations in the dataset
size. Conversely, DistilBert exhibited performance fluctua-
tions and a declining trend as the sample size increased be-
yond 6,000 data points. This implies that DistilBert may reach
a saturation point where additional data does not contribute
significantly to its performance improvement.

The findings have practical implications for model se-
lection in the fine-tuning process. The data efficiency of
MiniLM, combined with the consistent performance of
FLAN-T5-Base, offers advantages in scenarios with limited
data availability or where performance stability is crucial.
Meanwhile, considering the appropriate sample size, such as
6,000 data points, is essential to optimize the performance of
DistilBert.
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V. CONCLUSION
In conclusion, the above research establishes the value of
large language model fine-tuning strategies for sentiment
analysis in the context of cryptocurrencies. Experimental re-
sults show a significant 40% average gain in zero-shot per-
formance after fine-tuning, highlighting the potential of this
strategy in maximizing the effectiveness of pre-trained lan-
guage models. Additionally, the result shows that instruction
adjustment improves model performance, with larger models
reaching a remarkable average accuracy score of 75.17%.
Notably, it has been found that 6,000 data points were the
ideal corpus size, with MiniLM showing outstanding data
efficiency and FLAN-T5 performing consistently across a
range of corpus sizes. The research also shows that the model
performswell when given short, clear instructions, surpassing
its performance when given longer, more complicated in-
structions by almost 12%. These observations help sentiment
analysis in the cryptocurrency space improve while also of-
fering helpful advice for large language model optimization.
They should stimulate additional studies in supervised and
instruction-based NLP, zero-shot learning, instruction tuning,
and the use of labeled data to improve the effectiveness of big
language models in cryptocurrency applications.
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Mass production‑enabled 
computational spectrometers 
based on multilayer thin films
Cheolsun Kim1, Pavel Ni1, Kang Ryeol Lee2 & Heung‑No Lee1*

Multilayer thin film (MTF) filter arrays for computational spectroscopy are fabricated using stencil 
lithography. The MTF filter array is a 6 × 6 square grid, and 169 identical arrays are fabricated on 
a single wafer. A computational spectrometer is formed by attaching the MTF filter array on a 
complementary metal–oxide–semiconductor (CMOS) image sensor. With a single exposure, 36 
unique intensities of incident light are collected. The spectrum of the incident light is recovered using 
collected intensities and numerical optimization techniques. Varied light sources in the wavelength 
range of 500 to 849 nm are recovered with a spacing of 1 nm. The reconstructed spectra are a good 
match with the reference spectra, measured by a grating‑based spectrometer. We also demonstrate 
computational pinhole spectral imaging using the MTF filter array. Adapting a spectral scanning 
method, we collect 36 monochromatic filtered images and reconstructed 350 monochromatic images 
in the wavelength range of 500 to 849 nm, with a spacing of 1 nm. These computational spectrometers 
could be useful for various applications that require compact size, high resolution, and wide working 
range.

Spectrometers are powerful tools for remote sensing and medical  applications1–3. However, these uses are 
restricted to research and development due to limitations based on the spectrometers’ bulky size, high cost, and 
long measuring time. There have been tremendous efforts to overcome spectrometer limitations and go beyond 
restricted  applications4–21. One promising candidate to achieve this is optical filter array-based spectrometers: 
complementary metal–oxide–semiconductor (CMOS) image sensors with a filter array used as a spectrometer. 
These spectrometers are smaller and have faster measuring times, so they are useful in portable applications, 
such as on-site detection and small unmanned aerial vehicle (UAV)-based remote sensing. However, the num-
ber of filters that can be attached to a CMOS image sensor is limited due to its small sensing area. Thus, these 
spectrometers offer a low spectral resolution.

Over the past decade, computational  approaches22,23 have been adapted for filter-based spectrometers. The 
spectral resolution in conventional filter array-based spectrometers  has been improved using computational 
approaches. New optical filter types have been proposed that work well in computational approaches and achieve 
further  improvements6–8,10,11,13,14,16,21. Unlike conventional optical filters, which selectively transmit incident 
light in specific wavelengths and reflect the remaining wavelengths, these filters, called random spectral filters, 
modulate and transmit incident light with unique spectral features in the entire wavelength ranges of interest. 
Various types of random spectral filters have been proposed, such as etalon  filters10,11,20, quantum dot  filters8,21, 
photonic crystal  slabs7,9,14,16, and multilayer thin films (MTF)  filters6,13. The spectral resolvability of computational 
spectroscopy has been successfully demonstrated using random spectral filters with low correlation among filters.

In contrast to transmission functions of an etalon filter, which consists of repetitive narrow peaks, and a quan-
tum dot filter, which consists of a broadband peak, the fabricated random spectral filter has a transmission func-
tion of multiple peaks with various full widths at half maximums (FWHMs) and has a large difference between 
maximal and minimal transmission in the transmission function. By utilizing the computational approaches, 
a wide wavelength range can be covered with a small number of MTF filters. In this work, a small number of 
MTF-based random spectral filters were fabricated in the form of an array. 169 identical filter arrays, consisting 
of 36 MTF filters, were fabricated on a single wafer. We realized MTF filters by stacking multiple layers of two 
alternating materials with high and low refractive indices. Using stencil lithography based on shadow masks, 
we could fabricate MTF filters with different spectral features simultaneously as a filter array form. This idea of 
random spectral filters can be applied to various wavelength ranges by changing the MTFs’ design properties. 
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According to the usage of MTF filters, they can also be mass-produced in various shapes using stencil lithog-
raphy techniques.

Here, we demonstrate the competence of spectral reconstructions over the wavelength range of 500 to 849 
nm using a fabricated filter array. The fabricated filter array consists of 36 MTF filters in the shape of a square. 
Varied spectra of incident light such as monochromatic, broadband, and continuous light is used to test the filter 
array’s reconstruction performances. Additionally, we perform pinhole spectral imaging using the filter array, 
showing that computational spectral imaging is possible.

Results
Spectrometers based on MTF filters. The computational spectrometer consists of MTF filters and the 
CMOS image camera. As shown in Fig. 1a, MTF filters are in the form of an array and are directly attached 
to the CMOS image sensor. Each filter has unique spectral features that can be realized by stacking multiple 
layers of thin films. A schematic of the MTF filter is shown in Fig. 1b. The transmission function of the i-th 
MTF filter is determined by design properties, such as the number of layers (li) and the thickness of the l-th 
layer 

(

tlthi
)

. Using the transfer-matrix method, the transmission function of the MTF filter can be  calculated24,25. 
We choose a set of different design properties to produce a set of filters with a unique transmission function. 
Let us denote the transmission function of the i-th MTF filter in the wavelength range � = [�1, �2, . . . , �N ] as 
Ti = [Ti(�1),Ti(�2), . . . ,Ti(�N )]. Figure 1c shows two measured transmission functions of the MTF filters (see 
Sect. 4 for measuring transmission functions of MTF filters). The intensity, yi , measured by CMOS image sensor 
for an unknown incident spectrum x = [x(�1), x(�2), · · · , x(�N )]

T , can be expressed as:

where Q = [Q(�1),Q(�2), . . . ,Q(�N )] is the spectral response of CMOS image sensor in the wavelength range 
�. The spectral response is represented in Fig. 1d. Let us set Ri(�k) = Ti(�k)Q(�k), where Ri(�k) represents 
spectral sensitivity of the i-th filter of the CMOS image sensor at the wavelength �k , the Eq. (1) becomes 
yi =

∑N
k=1 Ri(�k)Q(�k). Considering an M number of filters, there is a set of M equations for i = 1, 2, . . . ,M. 

The set of M equations can be represented in matrix formation:

(1)yi =

N
∑

k=1

Ti(�k)Q(�k)x(�k),

Figure 1.  Multilayer thin films (MTF) based computational spectrometer. (a) Photograph of the MTF filter 
array, which is directly attached to the CMOS image sensor. (b) Schematic of MTF filters:  TiO2 and  SiO2 are 
deposited on a glass substrate with design properties such as the number of layers of the i-th MTF filter (li) and 
thickness of the l-th layer of the i-th MTF filter 

(

t
lth
i

)

. (c) Two transmission functions of MTF filters. (d) Spectral 
response of the CMOS image sensor. (e) Spectral sensitivity of an MTF filter with the CMOS image sensor, 
which can be calibrated by element-wise multiplication of the transmission function and the spectral response 
of the CMOS image sensor. (f) Heatmap of the sensing matrix. Each row represents the spectral sensitivity with 
respect to wavelength. (g) Upper triangular matrix of correlation coefficients which are pairwise compared 
among rows of the sensing matrix.
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where y ∈ R
M×1 is a column vector with measured intensities from M filters and R ∈ R

M×N is the sensing matrix 
where each row represents the spectral sensitivity with respect to the wavelength. The spectral sensitivity can be 
calibrated by element-wise multiplication of the transmission functions of MTF filters and the spectral response 
of the CMOS image sensor, as depicted in Fig. 1e,f.

Conventional spectrometers read out y as the incident spectrum x. In order to make the measured intensi-
ties y as close as possible to the incident spectrum x, the sensing matrix R should be an identity matrix with 
the dimension of N × N(M = N). This means that N number of filters are needed in conventional manners. In 
practice, it may be difficult to fabricate a narrow FWHM filter and, since the number of filters required increases 
as the wavelength of interest increases, it is more challenging to make a compact spectrometer operating in a wide 
wavelength range. Unlike conventional filter-based spectrometers, computational spectrometers modulate and 
measure a wide wavelength range of the incident spectrum using a small number of MTF filters. We consider 
the sensing matrix R with dimensions M × N(M < N). The set of M equations becomes an underdetermined 
problem. Reconstruction  algorithms26–28 can be applied to restore the incident spectrum in high resolution by 
solving the underdetermined problem.

Figure 1f shows the heatmap of the sensing matrix of the fabricated MTF filter array-based computational 
spectrometer. Each row represents the spectral sensitivity with respect to wavelength. The correlation coefficients 
for each pair of two rows of the sensing matrix are shown as the upper triangular matrix in Fig. 1g. The average 
value of the correlation coefficients is 0.231, which can be described as a weak or moderate correlation among 
sensitivities. With the weakly correlated spectral sensitivities, the incident spectrum was measured as unique 
intensities, which allow the reconstruction algorithms to work effectively.

Fabrication of MTF filter arrays. We fabricated 169 identical filter arrays on a single wafer, as shown in 
Fig. 2a. The filter array is the shape of a 6 × 6 square grid. The size of the square is 400 × 400 μm2, and the space 
between the squares is 300 μm. Accordingly, the size of filter array is 4.5 × 4.5  mm2. To fabricate filter arrays, we 
use  TiO2 and  SiO2 as a high and low refractive index materials, respectively. The refractive indices for  TiO2 and 
 SiO2 are approximately 2.6 and 1.45 at 600 nm, respectively.

Unlike etalon filters that were fabricated by changing the thickness of interspacing dielectric  layers20,29, we 
fabricated the MTF filters by changing the number of layers and thicknesses of layers. An MTF filter with a unique 
transmission function can be obtained by repeatedly alternating the two materials and depositing them with 
different thicknesses. 36 MTF filters with unique transmission functions were fabricated by selectively omitting 
certain layers of different MTF filters using shadow masks during the deposition of the MTF filter array. As 
shown in Fig. 1b, the upper and lower layers sum up to form one layer with a different thickness by omitting an 
intermediate layer. The designed thicknesses of layers for MTF filters are shown in Supplementary Information 
Table S1. The deposition process for creating filter arrays follows.

TiO2 and  SiO2 films were deposited onto a borosilicate glass wafer whose refractive index is approximately 
1.472 at 588 nm. In order to distinguish where the material should be deposited, shadow masks were used. The 
desired thickness of  TiO2 is deposited on the desired locations using direct current (DC) magnetron sputter. For 
 TiO2 deposition, a Ti target was sputtered in a mixture of argon (Ar) and oxygen  (O2). The mixture gas flow of 
188 sccm of Ar and 12 sccm of  O2 was utilized and the DC power was 700 W. The  TiO2 deposition is performed 
only on the desired region designated by the shadow mask. Then, the shadow mask is changed, with different 
patterns on the other mask, and we deposit  SiO2 at the intended thickness. Radio frequency (RF) magnetron 
sputter was used for the  SiO2 deposition. A Si target was sputtered in a mixture of Ar and  O2. The mixture gas 

(2)
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...
yM






=







R1(�1) · · · R1(�N )
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...
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Figure 2.  Fabricated MTF filter array. (a) 169 identical MTF filter arrays fabricated in a single wafer. (b) 
Photograph of the CMOS image camera with the fabricated MTF filter array. (c) Monochrome image of the 
fabricated MTF filter array illuminated by a halogen light source.
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flow of 185 sccm of Ar and 15 sccm of  O2 was utilized. The RF power was 300 W. The deposition is repeated 17 
additional times by changing the shadow mask and alternating between  TiO2 and  SiO2. Hence, we conducted ten 
individual depositions of  TiO2 and nine individual depositions of  SiO2. The number of shadow masks used in 
depositions was 19. After completing thin film deposition, we coated the surface of thin films with a photoresist. 
Germanium (Ge) was deposited over the entire wafer area using an e-beam evaporator. Lift-off of the photoresist 
was performed by soaking the deposited wafer in acetone. When the photoresist was washed away, Ge deposited 
on the top of the photoresist was lifted off and washed. After lift-off, a square grid of Ge with the size of 400 μm 
and spacing of 300 μm was formed. The Ge grid was formed to separate MTF filters and prevent incident lights 
from entering among MTF filters. The wafer cleaning process was then performed, and, finally, the wafer was 
diced to produce MTF filter arrays.

Unlike the previous work in that SiNx was used as the high refractive index material to fabricate an MTF filter 
 array13, we used  TiO2 as the high refractive index material and could reduce the number of layers for realizing 
the unique transmission functions. In addition, using stencil lithography, MTF filter arrays could be fabricated 
in a simplified process that does not involve an etching process.

The MTF filter array-based spectrometer was built by attaching the fabricated MTF filter array to the front 
of a CMOS monochrome camera, as shown in Fig. 2b. Figure 2c is a monochrome image of the fabricated MTF 
filter array illuminated by a halogen light source. The image was taken by the CMOS monochrome camera, whose 
number of pixels is 1280 × 1024. As shown in Fig. 2c, we measure uniform intensity using pixels under a single 
MTF filter. Also, the pixels have unique intensity according to the MTF filter. Using these unique intensities from 
MTF filters, we can reconstruct the spectrum of unknown incident light.

Spectral reconstruction experiments. Here, we address the spectral resolvability of the MTF filter 
array-based computational spectrometer. An unknown spectrum, x , consisting of 350 (N = 350) spectral com-
ponents from wavelengths ranging 500 to 849 nm, is retrieved using measured intensities y with size 36 (M = 36). 
For retrieving the unknown spectrum, we use a sparse representation-based l1-norm minimization problem. 
x can be represented as the multiplication of a sparsifying basis G ∈ R

N×N and a sparse signal s ∈ R
N×1, i.e., 

x = Gs. Then, Eq. (1) becomes y = RGs. The solution of the sparse signal, ŝ , can be retrieved by solving the fol-
lowing minimization problem with nonnegativity constraints:

where γ is the non-negative regularization parameter and ‖s‖p is defined as 
(

∑N
k=1 |sk|

p
)1/p

. We use the collec-
tion of Gaussian distribution functions for the sparsifying basis G4. The linear combination of Gaussian distribu-
tion functions represents the line shape of the spectrum. The retrieved spectrum x̂ is Gŝ. There exist open-source 
program that can be easily accessed to solve the numerical optimization  problem30,31. In this work, we use the 
l1_ls  package31 to solve the problem. All the spectral reconstructions were done in MATLAB R2017b with an 
Intel Core i7-5820 K CPU computer. The reconstruction of a single spectrum was done within ~ 0.1 s.

Before conducting spectral reconstructions, we first measured the transmission functions of MTF filters. A 
beam from the halogen light source (KLS-150H-LS-150D, Kwangwoo) was fed into a monochromator (MMAC-
200, Mi Optics). From the monochromator, a monochromatic light with an FWHM of 4 nm was generated. After 
passing through a collimator, the collimated monochromatic light was fed into the CMOS monochrome camera 
(EO-1312M, Edmund optics). Using the CMOS camera, we measured the light intensities with and without the 
MTF filter array. Then, the transmission T of i-th filter at wavelength �k is calculated by:

where IWFi , IWOFi , and BIi are intensity with i-th filter, intensity without i-th filter, and background intensity, 
respectively. Using the monochromator, we could generate series of monochromatic light at the peak locations 
from 500 to 849 nm with the step of 1 nm. We captured 350 pairs of monochrome images with and without 
filters in the wavelength range of 500 to 849 nm. Using Eq. (4), we could obtain transmission functions of 36 
MTF filters. The transmission functions were calibrated by element-wise multiplication of the spectral response 
of the CMOS image sensor as shown in Fig. 1e.

To analyze the dual-peak resolution of the fabricated MTF filter array spectrometer, we conducted simulations 
of dual-peak spectra reconstructions. Figure 3a shows an example of a dual-peak spectrum. The recovery per-
formances were investigated for noisy environments ranging from 10 to 35 dB of signal-to-noise ratios (SNRs), 
more details are in the Methods section. The root mean squared error (RMSE), which is defined as 
√

∥

∥xrefer − xrecon
∥

∥

2

2

/

N , was used to evaluate the performances. The result of dual-peak spectra reconstructions 

with respect to SNRs is shown in Fig. 3b. We considered four kinds of dual-peak spectra. The FWHMs of a peak 
were 1 and 2 nm, respectively and the gaps between peaks were 2 and 3 nm, respectively. For each kind of dual-
peak, spectra were created by changing the location of dual-peak in the wavelength range of 500 to 849 nm. The 
reconstructions were performed on all these spectra, and RMSEs were calculated. We averaged the RMSEs and 
regarded the average RMSE value as the performance of the fabricated MTF filter array to reconstruct dual-peak 
in noisy environments. As shown in Fig. 3b, the average RMSEs of dual-peak with the FWHM of 1 nm and the 
gap of 2 nm were 0.0268 for 30 dB, 0.0481 for 20 dB, and 0.0643 for 10 dB, respectively. Similar performances 
were obtained from the other three kinds of dual-peak spectra. We could find that the fabricated MTF filter array 
performs well to reconstruct dual-peak spectra in noisy environments.

(3)min
s

∥

∥y − RGs
∥

∥

2

2
+ γ �s�1 subject to sk ≥ 0 for k = 1, 2, . . . ,N ,

(4)Ti(�k) =
IWFi(�k)− BIi(�k)

IWOFi(�k)− BIi(�k)
,
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After analyzing the dual-peak resolution of the MTF filter array in simulations, we tested monochromatic 
lights by varying the peak wavelength. The CMOS monochrome camera was used for measuring the intensities 
of test lights. The pixel size of the CMOS image sensor is 5.2 × 5.2 μm. Underneath each filter, there are approxi-
mately 60 × 60 pixels. However, considering a case where the layer’s location mismatch may occur during the 
fabrication process of the MTF filter, we excluded the boundary pixels. The averaged intensities from 30 × 30 
pixels at the center of each filter were used for the spectral reconstruction experiments. Using a grating-based 
spectrometer (Black-Comet, StellarNet), monochromatic lights were measured for use as a reference.

Figure 4 shows the reconstruction results for the monochromatic light. For ease of comparison, reference 
spectra and reconstructed spectra are normalized. Solid black lines and blue circles in Fig. 4 represent refer-
ence spectra and reconstructed spectra, respectively. Reference spectra have peak wavelengths at 510, 600, 650, 
700, 750 and 840 nm with FWHMs of 4 nm. As depicted in the inset enlarged graph, the reconstructed spectra 
using the MTF filter array spectrometer matched the reference spectra. More specifically, differences of peak 
wavelengths between reference and reconstructed spectra were within 2 nm. The RMSEs were 0.023, 0.023, 

Figure 3.  Simulation result of dual-peak spectra reconstructions using MTF filter array. (a) An example of 
dual-peak spectra with an FWHM of 1 nm with 2 nm apart. (b) Reconstruction performances of dual-peak 
spectra with respect to signal-to-noise ratios.

Figure 4.  Spectral reconstruction of monochromatic light sources. Monochromatic light with an FWHM of 
4 nm at peak wavelengths of (a) 510 nm, (b) 600 nm, (c) 650 nm, (d) 700 nm, (e) 750 nm, and (f) 840 nm. 
Solid black lines represent reference spectra which are measured by the grating-based spectrometer. Blue circles 
represent reconstructed spectra using the MTF filter array spectrometer. Solid red lines represent the results of 
Gaussian fitting. Solid light gray lines represent error between reconstructed and reference spectra.
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0.021, 0.035, 0.035, and 0.061, for wavelengths 510, 600, 650, 700, 750, and 840 nm, respectively, as shown in 
Fig. 4a–f. Table 1 presents the evaluation of monochromatic light reconstructions using Gaussian fittings. Over 
monochromatic lights, peak shifts and FWHMs were within 2 nm and 5.5 nm, respectively. Spectral reconstruc-
tion performance seems to degrade in the long-wavelength range due to the low spectral response of the CMOS 
image sensor and the monotonous spectral features of MTF filters.

We further explored the performance of the MTF filter array spectrometer using broadband light sources, 
such as LEDs and a halogen light source. Figure 5 shows the spectral reconstruction results. Solid black lines 
represent reference spectra, which are measured using the grating-based spectrometer. Colored circles represent 
reconstructed spectra using the MTF filter array spectrometer. Three single-color visible LEDs and one single-
color infrared LED were used for spectral reconstruction experiments, as shown in Fig. 5a–d. A green LED (LED 
525E, Thorlabs) with an FWHM of 32 nm was reconstructed with an RMSE of 0.021. An orange LED (LED 
600L, Thorlabs) with an FWHM of 12 nm was reconstructed with an RMSE of 0.034. A red LED (LED 680L, 
Thorlabs) with an FWHM of 16 nm was reconstructed with an RMSE of 0.035. An infrared LED (LED 780E, 
Thorlabs) with an FWHM of 25 nm was reconstructed with an RMSE of 0.044. Similar to experimental results 
of monochromatic light, the reconstruction performance is relatively poor for spectrum in the long-wavelength 
range. In addition, we conducted the spectral reconstruction for combined LEDs (an orange LED and a red 
LED), as shown in Fig. 5e. A beam splitter is used to measure the light of the combined LED. The combined 
LED was reconstructed with an RMSE of 0.044. Finally, the spectral reconstruction of the halogen light source 
was conducted. The halogen light source, with an FWHM of 180 nm, was reconstructed with an RMSE of 0.034, 
as shown in Fig. 5f. As evidenced by low RMSE values, reconstructed spectra agree well with reference spectra 
measured by the grating-based spectrometer.

Computational pinhole spectral imaging. Furthermore, we demonstrated spectral imaging using the 
MTF filter array. As shown in Fig. 6a, the pinhole imaging system was constructed by combining a pinhole 
(Edmund optics), whose aperture diameter is 150 μm, with the monochrome CMOS image camera. The MTF 
filter array was placed in front of the pinhole. A single filter was adjusted to the pinhole to allow an incident 
image to pass through the filter and pinhole, and the filtered image was measured by the CMOS image sensor. 

Table 1.  Evaluation of monochromatic lights reconstructions using the Gaussian curve fitting.

Monochromatic light 510 nm 600 nm 650 nm 700 nm 750 nm 840 nm

Peak Center (nm) 509.995 599.438 649.092 699.808 748.878 838.001

Peak shift (nm) 0.005 0.562 0.908 0.192 1.122 1.999

FWHM (nm) 4.008 4.597 4.887 5.486 4.79 4.003

Figure 5.  Spectral reconstructions of LEDs and a halogen light source. (a) a green LED, (b) an orange LED, (c) 
a red LED, (d) an infrared LED, (e) Combined two LEDs (orange and red), and (f) a halogen light source. Solid 
black lines represent reference spectra which are measured by the grating-based spectrometer. Colored circles 
represent reconstructed spectra using the MTF filter array spectrometer. Solid light gray lines represent error 
between reconstructed and reference spectra.
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By changing filters using a linear translation stage (Newport), 36 filtered images are obtained. Bi-Color 8 × 8 LED 
matrix (Adafruit) was used to generate a target. We made a small display by connecting the LED matrix to an 
Arduino Uno (Arduino) and by controlling the color of the 64 blocks. The number “8” was represented by the 
LED cube. The upper blocks consist of green LEDs, and the lower blocks consist of red LEDs. Figure 6b shows 
a stack of the filtered 36 sub-images. A 1280 × 1024 size image was reduced to a sub-image size of 350 × 300 by 
discarding unnecessary pixels. Thus, a data cube with 350 × 300 × 36 in size was obtained. Spectral reconstruc-
tion was performed for each pixel, and the data cube was restored with a size of 350 × 300 × 350. It took ~ 1.8 h to 
reconstruct the data cube. As shown in Fig. 6c, the reference spectra measured by the grating-based spectrom-
eter are shown in solid black lines. As denoted pixels in Fig. 6b, the reconstructed spectra of a pixel in the green 
LED block and a pixel in the red LED block are represented in Fig. 6c as green circles and red circles, respectively. 
The RMSE was calculated after normalizing reference spectra and reconstructed spectra. The green LED with 
an FWHM of 15 nm was reconstructed with an RMSE of 0.0315. The red LED with an FWHM of 20 nm was 
reconstructed with an RMSE of 0.0370. Figure 6d shows the monochrome image of reference and reconstructed 
monochrome images at 571, 600, and 638 nm. The pinhole imaging system also measured the monochrome 
image of reference without the MTF filter array. Since the spectral component of the red LED does not exist at 
571 nm, only the upper blocks of the number “8” are shown in the reconstructed monochrome image at 571 nm. 
On the other hand, only the lower blocks of the number “8” are shown in the reconstructed monochrome image 
at 638 nm, where the spectral component of the green LED does not exist. Finally, nothing is displayed in the 
reconstructed monochrome image at 600 nm, where spectral components of the green and red LED do not exist.

As proof-of-principle of the spectral imaging, we implemented the spectral scanning method on the pinhole 
imaging system. While reconstructed spectra of the pinhole spectral imaging match well with reference spectra, 
there are improvements to consider. In the spectral scanning method, the data cube acquisition time is long so 
that spectral smearing may occur in the case of a moving target. The non-scanning method, such as in snapshot 
spectral imaging systems, can solve these problems by acquiring the data cube in a single exposure. We assume 
that it is possible to construct a snapshot spectral imaging system combining the MTF filter array and a thin 
observation module by bound optics (TOMBO)32–34 structure. This spectral imaging system requires a microlens 
array and a single separator but does not need the MTF filter to be as small as pixel size. Rather, the MTF filter 
should be made large so that many pixels are underlying the filter. The MTF filter array can be fabricated in 
scalable using stencil lithography techniques according to the spatial resolution of the spectral imaging system.

Figure 6.  Computational pinhole spectral imaging. (a) Schematic of pinhole imaging; The MTF filter array is 
placed in front of the pinhole camera. A single filter is adjusted to the pinhole and the filtered image is acquired. 
By changing filters, 36 filtered images are obtained. (b) 36 filtered images of 8 × 8 LED matrix showing the 
number “8”. The upper part consists of green LEDs and the lower part consists of red LEDs. (c) Point-wise 
spectral reconstruction: a pixel of a green LED block and a red LED block which are denoted in (b). Solid 
light gray lines represent error between reconstructed and reference. (d) Monochrome image of reference and 
reconstructed monochrome images at 571, 600 and 638 nm, respectively.
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Discussion
In conclusion, we mass-produced MTF filter arrays using stencil lithography and experimentally demonstrated 
the spectral resolvability of an MTF filter array-based computational spectrometer. 169 identical filter arrays 
with 36 MTF filters were fabricated on a single wafer. Although the MTF filter size was larger than that of the 
photonic crystal  slabs14,16, it can be improved to a smaller size by using advanced lithography techniques and 
facilities. In addition, by using a higher refractive index material, the number of layers of the MTF filter can be 
reduced so that manufacturing efficiency can be improved.

Using the random spectral features of MTF filters and numerical optimization techniques, we recover var-
ied spectra from the visible range to the near-infrared range (500 to 849 nm) with 1 nm spacing. The spectral 
reconstruction performance in the near-infrared range is relatively inferior to the visible range, but it can be 
further improved by using a CMOS image sensor with a high spectral response in the near-infrared region. 
Also, computational spectral imaging with the MTF filter array was demonstrated using the spectral scanning 
method. The reconstructed data cube was found to match well with spatial and spectral references. However, 
to use the spectral imaging system in mobile applications, a shorter data cube acquisition time is required. By 
utilizing the TOMBO structure with the MTF filter array, it is possible to construct a snapshot spectral imaging 
system that has a short acquisition time.

Finally, the production of the MTF filter arrays is an important step towards the industrialization and practi-
cal uses of computational spectrometers. This study will be helpful for computational spectroscopy to be used in 
various applications where compact size, high resolution, and wide working range are required.

Methods
Simulation details. Using Gaussian distribution functions, we generated a dual-peak spectrum x as shown 
in Fig. 3a. The spectrum x is computationally measured as y by multiplying the sensing matrix R, i.e., y = Rx . In 
addition, we made noisy measurement ỹ by adding additive noise n as ỹ = y + n = Rx + n . SNR in decibels is 
defined as 10 log

(

‖x‖22
/

Nσ 2
)

 where σ is the standard deviation of the noise.

Data availability
Raw data is available from the corresponding author upon reasonable request.
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Abstract: Compressive sensing (CS) spectroscopy is well known for developing a compact
spectrometer which consists of two parts: compressively measuring an input spectrum and recovering
the spectrum using reconstruction techniques. Our goal here is to propose a novel residual
convolutional neural network (ResCNN) for reconstructing the spectrum from the compressed
measurements. The proposed ResCNN comprises learnable layers and a residual connection between
the input and the output of these learnable layers. The ResCNN is trained using both synthetic and
measured spectral datasets. The results demonstrate that ResCNN shows better spectral recovery
performance in terms of average root mean squared errors (RMSEs) and peak signal to noise ratios
(PSNRs) than existing approaches such as the sparse recovery methods and the spectral recovery using
CNN. Unlike sparse recovery methods, ResCNN does not require a priori knowledge of a sparsifying
basis nor prior information on the spectral features of the dataset. Moreover, ResCNN produces
stable reconstructions under noisy conditions. Finally, ResCNN is converged faster than CNN.

Keywords: spectroscopy; compressed sensing; deep learning; inverse problems; sparse recovery;
dictionary learning

1. Introduction

There has been considerable interest in producing compact spectrometers having a high spectral
resolution, wide working range, and short measuring time. Such a spectrometer can be used in a broad
range of fields such as remote sensing [1], forensics [2], and medical applications [3]. Spectrometers
that exploit advanced signal-processing methods are promising candidates. The compressive sensing
(CS) [4,5] framework makes it possible for a spectrometer to improve its spectral resolution while
retaining its compact size. CS spectroscopy comprises two parts: Capturing a spectrum with a
small number of compressed measurements and reconstructing the spectrum from the compressed
measurements using reconstruction techniques.

To date, for effective signal recovery in CS spectroscopy, three requirements should be satisfied.
First, the spectrum should be a sparse signal or capable of sparse representation on a certain
basis. Second, the sensing patterns of optical structures should be designed to have a small mutual
coherence [6]. Third, appropriate reconstruction algorithms are required. Note that several sparsifying
bases have been used in CS spectroscopy such as a family of orthogonal Daubechies wavelets [7],
a Gaussian line shape matrix [8,9], and a learned dictionary [10]. Furthermore, numerous optical
structures have been proposed to attain the necessary small mutual coherence for sensing patterns
such as thin-film filters [11,12], a liquid crystal phase retarder [13], Fabry–Perot filters [7,14], and
photonic crystal slabs [15,16]. As algorithms for reconstructing the original signal, two types of
basic reconstruction techniques have been developed: greedy iterative algorithms [17,18] and convex
relaxation [19,20]. In CS spectroscopy, the reconstruction algorithms have been used with a sparsity
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constraint. Additionally, a non-negativity constraint is used in Reference [16,21]. Combining these
three considerations, CS spectrometers have shown stable performance for light-emitting diodes (LEDs)
and monochromatic lights.

Since not all signals can be represented as sparse on a fixed basis, prior information on structural
features of the spectral dataset is therefore required to generate a best-fit sparsifying basis. Furthermore,
a high computational cost is required for reconstruction techniques. Recently, deep learning [22] has
been emerging as a promising alternative framework for reconstructing the original signal from the
compressed measurements.

Mousavi et al. [23] was the first study on image recovery from structured measurements using
deep learning. Moreover, a deep-learning framework for inverse problems has been applied in
biomedical imaging for imaging through scattering media [24], magnetic resonance imaging [25,26],
and X-ray computed tomography [27]. Kim et al. [28] reported the first attempt to use deep learning in
CS spectroscopy. They trained a convolutional neural network (CNN) to output the reconstructed
signal from the network. From here on the network reported by Kim et al. will be referred to as CNN.

Unlike CNN [28] in which learnable layers were simply stacked and trained to directly reconstruct
the original spectrum, we make a residual connection [29] between the input and output of CNN and
train the network to reconstruct the original spectrum by referring the input of the network. As a
result, the network learns residuals between the input of the network and the original spectrum. It has
been reported that it is easier to train a network when using residual connections than to train a plain
network that was simply stacked with learnable layers [25,29]. Lee et al. [25] analyzed the topological
structure of magnetic resonance (MR) images and the residuals of MR images. They showed that
the residuals possessed a simpler topological structure, thus making learning residuals easier than
learning the original MR images. In addition, He et al. [29] demonstrated with empirical results that
the residual networks are easy to optimize and they achieved improvements in image-recognition tasks.
From these works, we gain insights such that adding residual connections to CNN would improve the
spectral reconstruction performance in CS spectroscopy.

In this paper, we aim to propose a novel residual convolutional neural network (ResCNN) for
recovering an input spectrum from the compressed sensing measurements in CS spectroscopy. The
novelty lies in the proposed ResCNN structure, with a moderate depth of learnable layers and a single
residual connection, which provides the desired spectral reconstruction performance. The desired
performance here means that the proposed ResCNN offers a performance which is better than that of
CNNs as well as that of CS reconstruction with its sparsifying base known. In CS reconstruction, the
prior knowledge of a fixed sparsifying basis is useful and offers good sparse representation results.
However, in general it is a difficult problem to identify a sparsifying basis for various kinds of spectra
and apply the identified basis to have the recovery performance improved. In this regard, it is an
important advance to find a simple ResCNN which offers good enough performance. It is also worth
to note that the proposed ResCNN is tested with the array type CS spectroscopy, discussed in Section 2,
which we have designed with an array of multilayer thin-film filters.

The previous works on CS spectroscopy [7,11,13,14,16] have shown decent reconstruction
performance but on limited simple sources such as LEDs and monochromatic lights. Using ResCNNs,
we are now able to reconstruct more complex spectra, such as spectra with multiplicity of peaks mixed
with a gradual rise-and-fall.

The remainder of this paper is organized as follows. In Section 2, we model the optical structure
which is used for CS spectroscopy. In Section 3, we describe the system of CS spectroscopy and the
proposed ResCNN. In Section 4, simulated experiments are described. Section 5 presents the results of
experiments. In Section 6, we discuss the results. Finally, we conclude this paper in Section 7.

2. Optical Structure

Numerous optical structures have been proposed for CS spectroscopy. It has been reported that
CS spectrometers, which have various spectral features in the transmission spectrum, show high
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spectral-resolving performance [16]. In this work, we used thin-film filters to model CS spectrometers.
Thin-film filters demonstrate a variety of spectral features depending on the materials used, the number
of layers, and the thicknesses of the layers. Once the structure of thin-film is determined, a transmission
value at a given wavelength λ is defined as follows [30]:

T(λ) = 1−
1
2

(∣∣∣ρTE(λ)
∣∣∣2 + ∣∣∣ρTM(λ)

∣∣∣2), (1)

where ρTE(λ) and ρTM(λ) are amplitude reflection coefficients. The coefficients represent the fraction
of the power reflected by a multilayer thin-film in the transverse electric (TE) and transverse magnetic
(TM) modes of an incident light, respectively. We summarized recursive processes for calculating
amplitude reflection coefficients in Algorithm 1 [11,12,31].

Algorithm 1: Recursive processes for amplitude reflection coefficients.

Input: λ

Structure parameters: θ1,n = {n1, n2, · · · , nl},d = {d2, d3, · · · , dl}.
Step 1: Calculate θk,βk, and Nk using structure parameters.

θk = sin−
( nk−1

nk
sinθk−1

)
, for k = 2, 3, ..., l.

βk = 2π cos(θk)nkdk/λ, for k = 2, 3, ..., l.

Nk =

nk/cosθk f or TE

nk cosθk f or TM
, for k = 2, 3, ..., l.

Step 2: Obtain η2 by setting ηl = Nl.
For k = l-1 to 2
ηk = Nk

ηk+1 cos βk+ jNk sin βk
Nk cos βk+ jηk+1 sin βk

.

Step 3: Compute ρ = (N1 − η2)/(N1 + η2).

Output: ρ

Here, θk is the angle of an incident light passing from kth to k+1th layer. The refractive index
of kth layer is denoted as nk. dk denotes the thickness of the kth layer. Given a wavelength vector
λ = (λ1 λ2 . . . λN) ∈ R1×N in the range of interest, i.e., λmax − λmin. Let ∆λ = λmax−λmax

N . Then,
evaluating the function at the integer multiple of ∆λ, i.e., T(λ = λmin + n∆λ) for n = 0, 1, · · · , N − 1,
we obtain the vector of transmission spectrum Tm ∈ R1×N for the wavelength range. Then, the sensing
pattern matrix of optical structures T ∈ RM×N is obtained by repeating the calculation of Tm for
m = 1, 2, · · · , M.

We have used SiNx and SiO2 for high- and low-refractive index materials, respectively. We
numerically generated thin-film filters by alternately stacking high- and low- refractive index materials,
changing the number of layers, and varying the thickness of each layer. The number of layers in each
filter is in the interval of (19, 24), and the thickness (nm) of each layer is in the interval of (50, 300).
Initially, we randomly generated reference filters and compute the mutual coherence among the filters.
Then, new filters were generated by changing thicknesses of the layers and the mutual coherence of the
filters is compared to the mutual coherence of reference filters. Filters with a smaller mutual coherence
then became the new reference filters. This process is repeated until reasonable reference filters with
the required small mutual coherence are obtained.

Figure 1 shows the heatmap for the transmission spectra of the reference filters and two selected
transmission spectra. In Figure 1a, each of the transmission spectra shows a unique sensing pattern
because of the iterative modeling process of the reference filters based on mutual coherence. Figure 1b
shows two transmission spectra that correspond to the 15th and 30th rows in the heatmap of reference
filters. The transmission spectrum reveals a deep spectral modulation depth and various features such
as broadband backgrounds, multiple peaks with a small full width at half maximums (FWHMs), and
irregular fluctuations.
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Figure 1. (a) Heatmap of the sensing matrix: each row represents the transmission spectrum of the
designed thin-film filter. (b) Two transmission spectra corresponding to the 15th and 30th rows in the
sensing matrix.

3. Compressive Sensing (CS) Spectrometers Using the Proposed Residual Convolutional Neural
Network (ResCNN)

3.1. CS Spectrometers

In CS spectroscopy, the measurement column vector y ∈ RM×1 is represented using the
following relation:

y = Tx, (2)

where x ∈ RN×1 is the spectrum column vector of incident light and T ∈ RM×N is the sensing matrix
of the optical structure. Each row of T represents a transmission spectrum. Because the length of
the measurement vector is smaller than the length of the spectrum vector (M < N), the system is
underdetermined. Conventionally, if x is a sparse signal or can be sparsely represented in a certain
basis, i.e., x = Φs, reconstruction algorithms can determine a unique sparse solution Ŝ from the
following optimization problem:

min
s

∥∥∥TΦs− y
∥∥∥2

2 + τ‖s‖1, (3)

where Φ ∈ RN×N is a sparsifying basis and τ is a regularization parameter. Here, s is a sparse signal
whose components are zero except for a small number of non-zero components. Then, the recovered
spectrum x̂ is Φŝ. In this paper, we refer to the methods of solving the optimization problem using
Equation (3) as sparse recovery.

Typically, except for narrow-band spectra, a spectrum is not a sparse signal, and a fixed sparsifying
basis cannot transform all spectra into sparse signals. Clearly, the use of a fixed basis may lead the
sparse recovery to struggle, as no fixed basis will transform every signal into a sparse signal. In
addition, the sparse recovery is time-consuming and takes a high computational cost.

Our goal is to overcome the limitations of the sparse recovery in CS spectroscopy and recover
various kinds of spectra using ResCNN. Figure 2 shows the schematic of the CS spectroscopy system
using ResCNN. This system consists of two parts: compressive sampling and dimension extension,
and the reconstruction using ResCNN. In the compressive sampling and dimension extension, the
measurement vector y is obtained from Equation (1), which then transforms into x̃ ∈ RN×1 using a
linear transformation. A transform matrix A ∈ RN×M extends the M dimension of y to N dimension of x̃,
where x̃ is a representative spectrum corresponding to x. We used x̃ as the input for the reconstruction.
ResCNN learnt a non-linear mapping between x̃ and x, and afforded a reconstructed spectrum x̂ ∈ RN×1.
The dimension extension by the transform matrix was used to make it easier for ResCNN to extract
features and reconstruct spectra from the non-linear mapping.
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Figure 2. Overview of compressive sensing (CS) spectrosocopy system including the proposed residual
convolutional neural network (ResCNN): An input spectrum is compressively sampled by the sensing
matrix, and the dimension of measurements is extended by the transform matrix. ResCNN is trained to
recover the original spectrum from the extented measurements.

3.2. The Proposed ResCNN

As depicted in Figure 2, ResCNN comprises nine learnable layers, five of which are convolution
layers, four are fully-connected layers, and one is a residual connection. Convolution layers are used
for the feature extraction in the non-linear mapping between x̃ and x. Fully-connected layers are used
for the spectra reconstruction. Each of the convolution layers has a set of one-dimensional learnable
kernels with specific window sizes. The number of kernels and the window sizes are indicated in
Figure 2. After every convolutional layer, the rectified linear unit (ReLU) is used as an activation
function, and the subsampling is then applied. We use non-overlapping max-pooling to down-sample
the output of the activation function. We stack the convolutional layer, the ReLU, and the subsampling
five times. The output of the last subsampling is flattened and then fed into the subsequent four
fully-connected layers. The first three layers are followed by the ReLU and dropout in sequence. The
dropout is introduced to reduce the overfitting of ResCNN. The output of the last fully-connected
layer is fed into a linear activation function. The number of units in each of the fully-connected layers
is noted in Figure 2. Unlike CNN [28] in which learnable layers are simply stacked, we make the
residual connection that the representative spectrum x̃ and the output of the linear activation function
are added up to the reconstructed spectrum x̂. Consequently, x̂ is trained to become x. Given training

data
{
xt

i
}k

i=1
, we train ResCNN to minimize a loss function L. We use the mean squared error between

the original xt and recovered x̂t as the loss function:

L =
1
k

k∑
i=1

∥∥∥xt
i
− x̂t

i
∥∥∥2

2. (4)

The non-linear mapping that x̃ becomes x can be defined as H(̃x) = x. Because of the residual
connection in ResCNN, H(̃x) can be rewritten as H(̃x) = F(̃x) + x̃, where F(̃x) is the mapping of
the learnable layers. The representative spectrum x̃ is referenced by the residual connection, and
then,F(̃x) = H(̃x) − x̃. In particular, the mapping of F(̃x) is called a residual mapping; therefore, the
learnable layers learn the residual of x and x̃.

The previous researches [25,29] have used numerous residual connections in very deep neural
networks in order to make networks converge faster by avoiding vanishing gradient problems. We use
one residual connection between input and output of the moderate depth network. Figure 3 depicts the
manner in which a spectrum is recovered in CNN and ResCNN. The learnable layers of CNN directly
reconstruct the spectrum from the representative spectrum x̃. Alternatively, ResCNN reconstructs the
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spectrum by passing the representative spectrum x̃ through the residual connection shown in Figure 3b.
Consequently, the learnable layers of ResCNN learn to reconstruct residuals.

Figure 3. Descriptions of the spectrum recovery process: (a) convolutional neural network (CNN),
(b) ResCNN.

4. Simulated Experiments

We reconstructed 350 spectral bands (N = 350) using 36 thin-film filters (M = 36) whose sensing
patterns have a spacing of 1 nm for wavelengths from 500 to 850 nm. We determined the sensing
matrix T, assuming that the incident light falls onto the filters with normal incidence. As the transform

matrix A, we used the Moore–Penrose inverse of the sensing matrix T, i.e., A = TT
(
TTT

)−1
.

4.1. Spectral Datasets

To evaluate the performance of ResCNN, we used two synthetic spectral datasets and two
measured spectral datasets. The first synthetic dataset is composed of Gaussian distribution functions
while the other is composed of Lorentzian distribution functions. These two synthetic datasets were
selected as generally these types of functions are used to represent spectral line shapes. As shown
in Figure 4, component functions are added to produce the spectra. We generated 12,000 spectra for
each dataset. For each spectrum, the number of component functions was generated using a geometric
distribution with the probability parameter p set to 0.3. We added one to the number of component
functions to prevent the number of component functions from becoming zero. Then, we randomly
set a location, a height, and an FWHM of each peak. To set a peak location (nm), an integer number
was randomly selected from a uniform distribution with the interval (500, 849). A random number
from a uniform distribution in the interval (0, 1) was used for the height. An integer number for an
FWHM (nm) was randomly drawn from a uniform distribution with the interval (2, 50). Finally, all
of the component functions were summed to generate the spectrum. The height of each generated
spectrum was normalized such that it was mapped from zero to one.
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Figure 4. Examples of two synthetic spectra: the solid purple line is composed of two Lorentzian
distribution functions (dash-dotted orange and olive lines), and the solid black line is composed of
three Gaussian distribution functions (dashed red, blue, and green lines).

As measured datasets, we used the US Geological Survey (USGS) spectral library version 7 [32],
and the glossy Munsell colors spectral dataset [33]. The USGS spectral library provides reflectance
spectra for artificial materials, coatings, liquids, minerals, organic compounds, soil mixtures, and
vegetation. We discarded any spectrum that has missing spectral bands. Then, we extracted the
spectrum in the wavelength range of interest (500 to 849 nm) from the wavelength range of the original
spectrum (350 to 2500 nm). The measured wavelength range for the glossy Munsell colors spectral
dataset, which contains the reflectance spectra of the glossy Munsell color chips, was 380 to 780 nm.
The wavelength range of the original spectrum was different from the wavelength range of interest. We
decided to use the wavelength range from 400 to 749 nm to ensure each spectrum was set to 350 spectral
bands. This selection of wavelengths is reasonable because the wavelengths were located in the center
of the wavelength range of the original spectrum, and showed different spectral features with respect
to each spectrum. In addition, our aim was to show the reconstruction performance with respect to
various kinds of spectra. Finally, each spectrum was normalized such that the height varies from 0 to 1.
Overall, 1473 spectra from USGS spectral dataset and 1600 spectra from Munsell color spectral dataset
were used for our simulated experiments. Table 1 lists the details of each of the spectral datasets.

Table 1. Description of the spectral datasets.

Dataset Training/Validation/Test Avg. Number of
Nonzero Values Description

Gaussian dataset 8000/2000/2000 336.8/350
FWHM (nm) on the interval

[2, 50], Height on the
interval [0, 1]

Lorentzian dataset 8000/2000/2000 349/350
FWHM (nm) on the interval

[2, 50], Height on the
interval [0, 1]

US Geological Survey [32] 982/246/245 348.9/350
350–2500 nm, 2151 spectral
bands (we use 350 spectral

bands in 500–849 nm)

Munsell colors [33] 1066/267/267 349/350
380–780 nm, 401 spectral

bands (we use 350 spectral
bands in 400–749 nm)
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4.2. Data Preprocessing and Training

Given the sensing matrix, the spectral data are compressively sampled as the measurement vector
y shown in Equation (1), and then transformed into the representative spectrum x̃ by multiplying the
transform matrix A and y.

In each spectral dataset, the number of training, validation, and test spectra are randomly assigned
using a ratio of 4:1:1 for the synthetic and measured data sets, respectively. The validation spectra are
used for estimating the number of epochs and tuning the hyper-parameters. To train ResCNN, we
used the Adam optimizer [34] implemented in Tensorflow with the batch size of 16 and 250 epochs.
The experiments were conducted on an NVIDIA GeForce RTX 2060 graphics processing unit (GPU).
Training the architecture can be done in half an hour for each dataset.

4.3. Sparsifying Bases for Spare Recovery

Using sparse recovery, we evaluated the performance of conventional CS reconstructions to
benchmark the performance of ResCNN. As shown in Table 1, the spectra for both the synthetic and
measured datasets are dense spectra. Therefore, we must transform the spectra into sparse signals to
solve Equation (3). In this section, we considered methods to make a sparsifying basis Φ.

First, we considered a Gaussian line shape matrix as a sparsifying basis. Each column of the matrix
comprises a Gaussian distribution function whose length is N. A collection of N Gaussian functions
works as a sparsifying basis Φ ∈ RN×N. We generate two Gaussian line shape matrices. Figure 5 a
shows the heatmap images for two Gaussian line shape matrices. Seven different FWHMs are used to
generate the Gaussian distributions. Given an FWHM, Gaussian distributions are generated by shifting
the peak location using uniform spacing. To create a small dissimilarity between the two Gaussian
line shape matrices, two of the seven FWHMs in Gaussian 1 were replaced with other FWHMs, thus
producing Gaussian 2, as shown in Figure 5a.

Figure 5. Heatmap images of sparsifying bases that were used in simulated experiments: (a) Gaussian
line shape matrices, (b) the learned dictionaries which are from the Gaussian training dataset.

Second, a learned dictionary [35–38] is used as a sparsifying basis. Given a training dataset{
xt

i
}k

i=1
, we can derive a learned dictionary Φ that sparsely represents the training data xt by solving

the following optimization problem, known as the dictionary learning problem:

min
Φ,st1,...,stk

k∑
i=1

∥∥∥xt
i
−Φst

i
∥∥∥2

2 + τ
∥∥∥st

i
∥∥∥

1, (5)
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where τ is a regularization parameter and st
i is ith sparse signal over the training dataset. By fixing an

initial guess for the dictionary Φ in Equation (5), we obtain a solution for the sparse signals
{
st

i
}k

i=1
.

The dictionary is then updated by solving Equation (5) using the sparse signals obtained. This process
is iteratively repeated until convergence is reached and we derive the learned dictionary. We used
three dictionary learning methods: method of optimal directions (MOD) [36], K-SVD [37], and online
dictionary learning (ODL) [38]. The learned dictionaries are generated for each of the training datasets,
and the reconstruction performances are evaluated for each test dataset. Figure 5b shows learned
dictionaries identified using the Gaussian training dataset. The learned dictionaries clearly depend on
the dictionary-learning methods used. Nevertheless, each column of the dictionaries shows a learned
spectral feature from the training dataset.

5. Results

To demonstrate the ability of ResCNN to reconstruct spectra, we evaluated its performance using
three different datasets: Synthetic datasets, noisy synthetic datasets, and measured datasets. We used
the same hyper-parameters of ResCNN for each of these datasets. Moreover, we adopted l1_ls [39]
as the fixed reconstruction algorithm in the sparse recovery. We compared the recovered signal with
the original signal by calculating the root mean squared error (RMSE) and the peak signal to noise
ratio (PSNR). In addition, the performance of five conventional sparse recovery methods, described in
Section 4.3 and CNN was calculated.

5.1. Synthetic Datasets

The two synthetic data sets described in Table 1 were used to perform the signal recovery using
sparse recovery and deep learning. Table 2 shows the average RMSE and PSNR for each of the seven
methods evaluated. ResCNN shows the smallest average RMSE for both the Gaussian and Lorentzian
datasets of 0.0094 and 0.0073, respectively. Moreover, ResCNN shows the largest average PSNR
of 49.0 dB for the Lorentzian dataset. For the Gaussian dataset, the sparse recovery method with
Gaussian 2 shows the largest average PSNR, 49.7 dB, which is slightly higher than the 47.2 dB for
ResCNN. Note that the minor difference between the two Gaussian line shape matrices results in
considerable performance difference. However, reconstruction using the learned dictionaries show
similar performance across all of the synthetic datasets.

Table 2. Average root mean squared errors (RMSEs) and peak signal to noise ratios (PSNRs) over
synthetic datasets.

Sparse Recovery Deep Learning

Dataset Gaussian 1 Gaussian 2 K-SVD MOD ODL CNN ResCNN

Gaussian
dataset

0.0226
(43.1 dB)

0.0112
(49.7 dB)

0.0172
(40.3 dB)

0.0174
(40.3 dB)

0.0161
(41.1 dB)

0.0132
(40.5 dB)

0.0094
(47.2 dB)

Lorentzian
dataset

0.0146
(44.9 dB)

0.0094
(47.5 dB)

0.0136
(42.3 dB)

0.0137
(42.3 dB)

0.0127
(42.9 dB)

0.0101
(42.8 dB)

0.0073
(49.0 dB)

Figure 6 shows the reconstructed test spectra from each of the synthetic datasets. The solid red
line (i) is the input spectra from each dataset. ResCNN is shown in dashed black line (ii), while CNN is
shown in solid orange lines (iii). The reconstructed spectra using sparse recovery with Gaussian 1
(iv), Gaussian 2 (v), and ODL (vi) are shown in solid green, blue, and purple lines in respectively.
Because of the similar performance from each of the learned dictionaries, only the ODL method is
shown. The RMSE and PSNR of ResCNN are 0.0138 (37.2 dB) for the spectrum from the Gaussian
dataset and 0.0096 (40.4 dB) for the spectrum from the Lorentzian dataset. For the selected spectra,
ResCNN achieves superior reconstruction performance compared with the other four reconstructions.
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Figure 6. Spectral reconstructions of test spectra in synthetic datasets, (a) Gaussian dataset,
(b) Lorentzian dataset. An input spectrum (solid red (i)) is compared with ResCNN (dashed black
(ii)), CNN (orange (iii)), sparse recovery: Gaussian 1 (green (iv)), Gaussian 2 (blue (v)), and online
dictionary learning (ODL) (purple (vi)). The baselines are shifted for clarity.

Only sparse recovery with Gaussian 1 fails to recover the fine details of the input spectrum. One
example of the poor ability of sparse recovery with Gaussian 1 to resolve the signal is the recovery of
the peak at ~830 and 590 nm being recovered as two neighboring peaks in Figure 6a,b, respectively.
CNN was unable to capture the smoothness of the spectral features compared to the other methods.

5.2. Noisy Synthetic Datasets

To verify the stability of ResCNN, we evaluated the accuracy of the reconstruction at various
noise levels. Gaussian white noise was added to the measurement vector n ∈ RM×1 to Equation (2),
i.e., y = Tx+n. We considered six different noise levels whose signal-to-noise ratios (SNRs) are 15,
20, 25, 30, 35, and 40 dB. The SNR (dB) is defined as 10 · log10

(
‖x‖22/Nσ2

)
, where σ is the standard

deviation of the noise. Using Gaussian and Lorentzian datasets, we compared the reconstruction
performance of ResCNN with the sparse recovery using Gaussian 2, which shows the best reconstruction
performances among sparse recovery methods in synthetic datasets. ResCNN was evaluated with the
same hyper-parameters that were used for the noise-free datasets. The average RMSE and PSNR for
each of the six noise levels are shown in Table 3. While ResCNN was trained using noise-free data, it
outperformed the sparse recovery with Gaussian 2 at every noise level, which indicates that ResCNN
remains stable even with noisy datasets.

Table 3. Average RMSE and PSNR under various signal-to-noise ratios (SNRs, dB) with
synthetic datasets.

SNR (dB)

Dataset Method 15 dB 20 dB 25 dB 30 dB 35 dB 40 dB

Gaussian
Dataset

Sparse
recovery +
Gaussian 2

0.0796
(22.7 dB)

0.0482
(27.1 dB)

0.0308
(31.2 dB)

0.0215
(34.8 dB)

0.0166
(37.9 dB)

0.0138
(40.7 dB)

ResCNN 0.0671
(24.2 dB)

0.0401
(28.7 dB)

0.0251
(32.9 dB)

0.0171
(36.6 dB)

0.0130
(39.8 dB)

0.0110
(42.4 dB)

Lorentzian
Dataset

Sparse
recovery +
Gaussian 2

0.0817
(22.6 dB)

0.0483
(27.1 dB)

0.0300
(31.2 dB)

0.0201
(35.0 dB)

0.0147
(38.5 dB)

0.0119
(41.4 dB)

ResCNN 0.0689
(24.1 dB)

0.0404
(28.7 dB)

0.0243
(33.1 dB)

0.0157
(37.1 dB)

0.0113
(40.6 dB)

0.0091
(43.4 dB)
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5.3. Measured Datasets

ResCNN was trained using the two measured datasets listed in Table 1, USGS and Munsell
colors, and its reconstruction performance was evaluated. In addition, the signal reconstruction was
performed using CNN and sparse recovery with five different sparsifying bases. Table 4 reports the
average RMSE and PSNR for each of the seven methods. ResCNN achieves the smallest average RMSE
and the largest average PSNR for both datasets. In the USGS dataset, the average RMSE and PSNR of
ResCNN are 0.0048 and 52.4 dB, respectively. In addition, ResCNN achieves 0.0040 for the average
RMSE and 50.0 dB for the average PSNR in the Munsell colors dataset. Similar to synthetic datasets,
all of the learned dictionaries provided similar reconstruction performances. In addition, the small
differences between Gaussian 1 and 2 show large differences in the RMSE and PSNR. The average
RMSE and PSNR of the learned dictionary methods approach the values of ResCNN for Munsell colors
dataset because the Munsell colors dataset has simpler spectral features than the other datasets.

Table 4. Average RMSEs and PSNRs for the measured datasets.

Sparse Recovery Deep Learning

Dataset Gaussian 1 Gaussian 2 K-SVD MOD ODL CNN ResCNN

USGS [32] 0.0081
(45.3 dB)

0.0061
(48.4 dB)

0.0070
(48.5 dB)

0.0081
(47.4 dB)

0.0074
(47.6 dB)

0.0116
(40.8 dB)

0.0048
(52.4 dB)

Munsell
colors [33]

0.0068
(44.6 dB)

0.0050
(47.5 dB)

0.0040
(49.8 dB)

0.0040
(49.9 dB)

0.0042
(49.5 dB)

0.0076
(43.0 dB)

0.0040
(50.0 dB)

Figure 7 shows the reconstruction results of one test spectra from each of the measured datasets.
The spectrum for the organic compound dibenzothiophene in the USGS dataset is reconstructed in
Figure 7a. The spectrum of Munsell color 5 PB 2/2 is shown in Figure 7b. The solid red lines are the
input spectra (i). ResCNN are shown in dashed black lines (ii), and CNN are shown in solid black lines
(iii). The spectra of (iv) to (vi) are reconstructed spectra using the sparse recovery with Gaussian 1,
Gaussian 2, and K-SVD. Because of the best performance of the K-SVD among the learned dictionaries
only the K-SVD method is shown.

Figure 7. Spectral reconstructions of test spectra in measured datasets: (a) spectrum of organic
compound dibenzothiophene in USGS dataset, (b) spectrum of Munsell color 5PB 2/2. The input
spectrum (solid red line (i)) is compared with ResCNN (dashed black (ii)), CNN (orange (iii)), sparse
recovery: Gaussian 1 (green (iv)), Gaussian 2 (blue (v)), and K-SVD (purple (vi)). The baselines are
shifted for clarity.

The RMSE and PSNR for ResCNN are 0.0069 (43.2 dB) for the spectrum from the USGS dataset
and 0.0077 (42.3 dB) for the spectrum from the Munsell colors dataset. ResCNN outperforms other
approaches for the spectrum from USGS dataset. However, for the spectrum from Munsell colors
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dataset, the sparse recovery with K-SVD outperforms ResCNN. ResCNN achieves slightly larger RMSE
and smaller PSNR.

The performances of sparse recovery with Gaussian 2 is degraded for measured datasets compared
with the performance for synthetic datasets. The measured datasets have rough spectral features
unlike the smooth spectral features observed in the synthetic datasets. As a result, the sparse recovery
with Gaussian 2 performs worse, because of its inability to represent rough spectral features using
Gaussian distribution functions. The performance of sparse recovery with dictionary learning methods
are improved for measured datasets compared with the performance of synthetic datasets. Because the
number of spectra in measured datasets are smaller than the number of spectra in synthetic datasets.
Therefore, finding the best-fit sparsifying basis for measured datasets is easier than finding the best-fit
sparsifying basis for synthetic datasets using dictionary-learning methods. Meanwhile, ResCNN
shows superior reconstruction performances regardless of spectral features of datasets and the size
of datasets.

6. Discussion

As shown in the results, we demonstrate empirically that ResCNN outperforms the sparse
recovery methods and the CNN over all datasets. The sparse recovery shows unstable performance
because it is highly dependent on the sparsifying basis and spectral features of dataset. This is a direct
result of being unable to identify a fixed sparsifying basis that can transform any spectra into a sparse
signal, which means the a priori structural information such as line shapes and FWHMs is required
to select a consistent sparsifying basis. Learned dictionaries are used to cope with the problem of
identifying a consistent sparsifying basis. The columns of learned dictionaries are composed of learned
spectral features from the training dataset. While this shows an improvement in measured datasets,
a learned dictionary is still limited to representing all the spectral features in the large dataset (i.e.,
synthetic datasets) using linear combinations of columns of the learned dictionary.

Compression approaches for summarizing information with a small number of sensors were
proposed in [40]. These approaches can be exploited to generate a sparsifying basis by reducing the
loss of spectral information in large datasets.

To improve the reconstruction performance in sparse recovery, pre-defined structure information
and side information of unknown target signals were used in [41,42]. The reconstruction of
three-dimensional electrical impedance tomography was improved by updating three-dimensional
structural correlations using pre-defined structured signals [41]. To recover multi-modal data, a
reconstruction framework is proposed in [42] that uses side information in unrolled optimization.
Unrolled optimization approaches using deep learning were proposed in [43,44]. Deep-learning
architectures were used to train hyper-parameters, such as a gradient regularizer and a step size. Using
learned hyper-parameters, it was shown optimized solutions can be obtained within a fixed number of
iterations. These proposed approaches for image reconstruction have assumed random sensing matrix
and structured or sparse signals. In this work, however, we consider dense spectra and the sensing
matrix from thin-film filters for the real implementation. Moreover, the reconstruction performance
may change to a sparsifying basis as shown in results because a reconstructed spectrum x̂ should be
represented as a linear combination of columns of a fixed sparse basis Φ as Φŝ.

For recovering spectra, ResCNN does not require the a priori knowledge of a sparsifying basis
or prior information of spectral features. During training, ResCNN learns the spectral features using
learnable layers, which enable it to recover the fine details for various kinds of spectra without
identifying a sparsifying basis.

ResCNN is directly compared with CNN for the synthetic Gaussian dataset in Figure 8a where
the mean squared error (Equation (4)) is plotted with respect to the epoch. The mean squared error for
CNN and ResCNN are shown in solid black line and solid red line with square symbols, respectively.
ResCNN shows a lower mean squared error than that of CNN. Moreover, ResCNN converges faster
than CNN, indicating that ResCNN optimizes the learnable layers quicker, as expected based on
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previous research using residuals [25,29]. In contrast to the previous research that numerous residual
connections were used in very deep neural networks to converge networks faster by avoiding vanishing
gradient problem, we achieve spectral reconstruction improvements even with one residual connection
in a moderate depth CNN.

Figure 8. (a) Mean squared error of Gaussian dataset with respect to epochs. Solid black line denotes
validation error of CNN, and solid red line with square symbols denotes validation error of ResCNN.
(b) Reconstructions of a spectrum with respect to epochs where (i) to (iv) are epochs 1, 50, 150, and 250,
respectively. Red line (v) denotes the original spectrum.

The reconstruction of an example spectrum with respect to the number of epochs is shown in
Figure 8b. Black lines ((i) to (iv)) are the reconstructed spectra at 1, 50, 150, and 250 epochs, respectively.
The solid red line (v) is the original spectrum, and the series of reconstructed spectrum for ResCNN
show that the reconstruction converged earlier than CNN. The increased rate of convergence is because
of the residual connection in ResCNN. Overall, the reconstruction performance of ResCNN is an
improvement over CNN.

Note that both ResCNN and dictionary learning for sparse recovery require a training dataset
and an optimization process to learn the spectral features. While this is a time-consuming process,
remember that when using a learned dictionary to recover spectra, an iterative reconstruction algorithm
is required, which needs additional time and incurs a high computational cost. The benefit of ResCNN
is that it gives a reconstructed spectrum immediately once the training is completed.

7. Conclusions

In this paper, we propose a novel ResCNN for recovering the input spectrum from the compressed
measurements in CS spectroscopy. As the optical structure for CS spectroscopy, we numerically
generated multilayer thin-film filters which have a small mutual coherence. Therefore, we could
compressively measure input spectra with unique sensing patterns. To reconstruct the input spectra
from the compressively sampled measurements, we modeled ResCNN, which has a moderate-depth of
learnable layers and a residual connection. We stacked nine learnable layers: five convolutional layers
and four fully-connected layers with a single residual connection between the input and output of the
learnable layers. The measurements were extended by a linear transformation and then fed into ResCNN.
Finally, ResCNN reconstructed the input spectra. We demonstrated the empirical reconstruction results
for ResCNN using synthetic and measured datasets. We compared the reconstruction performance of
ResCNN with sparse recovery using five different sparsifying bases and CNN. Compared with sparse
recovery methods, ResCNN shows better reconstruction performance without the a priori knowledge
of either a sparsifying basis or any spectral features of the spectral datasets. On the other hand, the
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sparse recovery methods show deviation of reconstruction performances to sparsifying bases and
spectral datasets, meaning that a fixed sparsifying basis cannot represent all spectral features of input
spectra. Furthermore, ResCNN shows stable reconstruction performances under noisy environments.
Compared with CNN, ResCNN shows significant improvement in reconstruction performance and
converges faster than CNN. In future work, we will explore compression approaches [40] and unrolled
optimization approaches [43,44] for generating a sparsifying basis Φ from the training dataset to fully
represent spectra without loss of spectral features.
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a b s t r a c t 

We demonstrate 2D filter-array compressive sensing spectroscopy based on thin-film technology and a compres- 

sive sensing reconstruction algorithm. To obtain different spectral modulations, we fabricate a set of multilayer 

filters using alternating low- and high-index materials and reconstruct the input spectrum using a small number of 

measurements. Experimental results show that the fabricated filter-array provides compatible spectral resolution 

performance with a conventional spectrometer in monochromatic lights and LEDs. In addition, the fabricated 

filter-array covers a wide range of wavelengths with a single exposure. 
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. Introduction 

The demand for spectrum information is increasing not only in re-

earch and development but also in the private sector. In response to

his demand, researchers are trying to make spectrometers that are both

mall and inexpensive. These spectrometers could be used in various

elds, such as medical systems, mobile applications, and remote sens-

ng [1–3] . In particular, optical filter-based spectrometers do not need

otorized or dispersive elements, and their filter-array can be directly

ttached to the detectors so that they can be easily miniaturized. How-

ver, there is a trade-off between size (for integrating filters) and spec-

ral resolution with miniaturized spectrometers. 

Over the years, numerous approaches to applying compressive sens-

ng (CS) techniques have been proposed to reduce the size of spectro-

copes without reducing spectral resolution, or potentially even improv-

ng it. These approaches [4–7] include the following: band pass filters

4] , random transmittance filters [5] , photonic crystal slabs [6] , and

iquid crystal phase retarders [7] . Recently, Fabry–Perot (FP)-based CS

pectroscopy methods have been presented [8,9] . To acquire differently

odulated spectral measurements, a 2D array of FP resonators with dif-

erent cavity depths has been tried [8] as well as a piezo-actuated de-

ice that changes the distance between two FP mirrors has been tried

9] . A hundred FP resonators are used to recover the input spectrum in

8] , and the operational range of the piezo-actuator imposes mechanical

imitations in [9] . 

The CS framework [10–12] is an efficient sampling and reconstruc-

ion scheme that requires fewer samples to reconstruct the signal than

hat required by conventional sampling. The CS framework can be ap-

lied to filter-based spectroscopy, offering the advantage of reducing
∗ Corresponding author. 

E-mail address: heungno@gist.ac.kr (H.-N. Lee). 
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he number of filters and detectors required and allowing the system to

e miniaturized. 

In spectroscopy, the relation between the spectral components of the

nput light source 𝐱 ∈ ℝ 

𝑁× 1 and the modulated signal 𝐲 ∈ ℝ 

𝑀× 1 can be

xpressed as follows: 

 = 𝐓𝐱 , (1) 

here 𝐓 ∈ ℝ 

𝑀×𝑁 is the sensing matrix. Each row of the sensing matrix

s to represent the transmission function (TF) of i -th filter, 𝑻 𝑚 ∈ ℝ 

1 ×𝑁 

or 𝑚 = 1 , 2 , … , 𝑀 . In order to achieve miniaturization of spectroscope

ithout degradation of spectral resolution, the CS framework is utilized

n spectroscopy, where the number of filters is set to be smaller than the

umber of spectral components ( M < N ). Then, Eq. (1) becomes an un-

erdetermined linear system. A sparse signal reconstruction algorithm

ith L 1 norm minimization can be used to solve Eq. (1) , if the input

pectrum is either naturally sparse or can be sparsely represented in

ome basis 𝚽 ∈ ℝ 

𝑁×𝑁 , i.e., 𝐱 = 𝚽𝐬 , where 𝐬 ∈ ℝ 

𝑁× 1 is a sparse vector.

hen, Eq. (1) becomes 

 = 𝐓𝚽𝐬 (2) 

The sparse signal s can be estimated by solving the following L 1 norm

inimization problem: 

̂
 = arg min 

𝐬 
‖𝐬 ‖1 subject to ‖𝐲 − 𝐓𝚽𝐬 ‖2 ≤ 𝜀 (3)

here 𝜀 is a small non-negative constant. The reconstructed input spec-

rum �̂� is then 𝚽�̂� . 
In this paper, we demonstrate 2D filter-array CS spectroscopy. This

ses a multilayer thin-film filter-array for spectral modulation, where

ach filter modulates the input spectrum using different sensing pat-

erns. A CMOS image camera reads out the modulated signals with a
ctober 2018 
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Table 1 

Recursion for calculating reflection coefficients. 

Input: 𝜆, 𝜃1 = 0 , 𝒏 = { 𝑛 1 , 𝑛 2 , ⋯ , 𝑛 𝑙−1 , 𝑛 𝑙 } , 𝒅 = { 𝑑 2 , 𝑑 3 , ⋯ , 𝑑 𝑙−1 , 𝑑 𝑙 } . 

Step 1: Obtain 𝜃k , 𝛽k , and N k 
𝜃𝑘 = sin 

−1 ( 𝑛 𝑘 −1 
𝑛 𝑘 

sin 𝜃𝑘 −1 ) , 𝑓𝑜𝑟 𝑘 = 2 , 3 , ⋯ , 𝑙. 

𝛽𝑘 = 2 𝜋 cos ( 𝜃𝑘 ) 𝑛 𝑘 𝑑 𝑘 ∕ 𝜆, 𝑓𝑜𝑟 𝑘 = 2 , 3 , ⋯ , 𝑙. 

𝑁 𝑘 = { 
𝑛 𝑘 ∕ cos 𝜃𝑘 𝑓𝑜𝑟 𝑇 𝐸 
𝑛 𝑘 cos 𝜃𝑘 𝑓𝑜𝑟 𝑇 𝑀 

, 𝑓𝑜𝑟 𝑘 = 1 , 2 , ⋯ , 𝑙. 

Step 2: Set 𝜂𝑙 = 𝑁 𝑙 

Step 3: Obtain 𝜂2 

Decrement k by 1 from l – 1 to 2 

𝜂𝑘 = 𝑁 𝑘 

𝜂𝑘 +1 cos 𝛽𝑘 + 𝑗 𝑁 𝑘 sin 𝛽𝑘 
𝑁 𝑘 cos 𝛽𝑘 + 𝑗 𝜂𝑘 +1 sin 𝛽𝑘 

return 𝜂2 

Step 4: Compute 𝜌 = ( 𝑁 1 − 𝜂2 )∕( 𝑁 1 + 𝜂2 ) . 

Output: 𝜌
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Fig. 1. (a) Schematic of the thin-film filter-array. (b) Example of two transmis- 

sion functions for thin-film filters. 
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ingle exposure, and then a reconstruction algorithm is applied that de-

ends on the modulated signals and the sensing matrix, allowing the

nput spectrum to be recovered. 

The research focus has been given to fabrication of the multilayer

hin-film filters for actual CS spectroscopy implementation and verifica-

ion experiments. For fabricating as a 2D filter-array, we use commonly

vailable materials SiNx and SiO2 for high and low refractive index ma-

erials which are deposited alternately on the substrate with varying

hicknesses. Furthermore, we come up with a practical way that set of

lters can be deposited on a single substrate with different thicknesses

f layers. 

. 2D filter-array 

.1. Multilayer thin-film filter 

Thin films are a basic component that have been applied in a variety

f areas, including semiconductor devices, optical coatings, and solar

ells [13] . The theoretical TF of a multilayer thin-film filter is given by

14] 

 

(
𝜆, 𝜃1 

)
= 1 − 

1 ∕ 2 
(||𝜌𝑇𝐸 ||2 + 

||𝜌𝑇𝑀 

||2 
)
, (4)

here 𝜌TE and 𝜌TM 

are the reflection coefficients. Given a wavelength 𝜆

nd the incident angle 𝜃1 , TF can be calculated using recursive routines

hown in Table 1 . 

In Table 1 , given the input of a wavelength 𝜆, a vector of l refractive

ndices 𝒏 = ( 𝑛 1 , 𝑛 2 , ⋯ , 𝑛 𝑙−1 , 𝑛 𝑙 ) and a vector of 𝑙 − 1 layer thicknesses 𝒅 =
 𝑑 2 , 𝑑 3 , ⋯ , 𝑑 𝑙−1 , 𝑑 𝑙 ) , a reflection coefficient 𝜌 is generated. Note that there

re l layers considered in total. The first one is the layer of the air and the

ast one is the layer of the substrate. The light is assumed to be arriving

rom the air to the second layer in normal incidence. The first index n 1 
n the vector n represents the refractive index of the air. The last one

 l in the vector n represents the refractive index of the substrate. The

efractive indices of the intermediate thin-film layers are denoted by n 2 
o 𝑛 𝑙−1 . The thickness of the air does not need to be considered. The

hickness of the substrate is denoted by d l . 

The thicknesses of the intermediate thin-film layers are denoted by

 2 to 𝑑 𝑙−1 . The incidence angle of the light passing from the k th to the

 + 1th layer is 𝜃k , and 𝜂k is the effective complex-valued index of the

 th layer. A TF for a single filter is obtained by considering all wave-

engths in the range of interest. An array of TFs for the M filters can be

btained by repeating this process where each filter 𝑻 𝑚 ∈ ℝ 

1 ×𝑁 for 𝑚 =
 , 2 , ⋯ , 𝑀 in Eq. (1) is generated from a unique set of refractive index

nd thickness vectors. 

.2. Numerical design of 2D filter-array 

To implement the proposed 2D filter-array, we numerically modeled

he proposed spectroscopy method with reference to [14–16] , and ac-

ording to the following steps. (i) Generate the reference vector of layer
54 
hicknesses, i.e. 𝒅 = ( 𝑑 2 , 𝑑 3 , ⋯ , 𝑑 𝑙−1 , 𝑑 𝑙 ) , for the reference filter. (ii) Gen-

rate a vector of thicknesses for the other filter by randomly removing

ne to five layer thicknesses from the reference vector. (iii) Repeat the

tep (ii) 35 times to create a total of 36 vectors of thicknesses. (iv) Use

he recursion Table 1 and Eq. (4) to calculate the TFs for a new filter-

rray (sensing matrix). (v) Use the mutual coherence 𝜇 to quantify the

oodness of the sensing matrix of the designed filter-array. Mutual co-

erence 𝜇 is defined as 𝜇
Δ
= max 

𝑖,𝑗 
|𝑜 𝑖𝑗 |, where o ij is the ( i, j )th off-diagonal

lement of the Gram matrix, 𝐓 

∗ 𝐓 ∈ ℝ 

𝑁×𝑁 . T 

∗ denotes the conjugate

ranspose of T . With these steps, we can generate a single set of 36 fil-

ers. By repeating these steps, multiple sets of 36 filters can be obtained.

mong these sets of filter-arrays, the set of filters with a smallest mutual

oherence is selected. 

In CS framework, a sensing matrix with a smaller mutual coherence

s better than the one with a higher mutual coherence to capture the

nformation of input signal to be reconstructed [5,17] . A schematic of

he proposed filter-array is shown in Fig. 1 (a). Each time a layer is re-

oved, the layers above and those below come together to form a single

ayer with two thicknesses added up. We consider two materials, SiN x 

nd SiO 2 for the high- and low-refractive index materials with refractive

ndices of 2.02 for SiN x and 1.45 for SiO 2 . The thickness range of each

ayer is from 50 to 150 nm. Through the numerical design, we empiri-

ally found that removal of up to five layers from the 24-layer reference

lter was possible to create a 6 ×6 filter-array with a low coherence. 

Fig. 1 (b) shows the TFs for two designed filters as examples. In con-

entional spectroscopy, the TFs with a large spectral depth and a narrow

pectral peak are preferred in order to prevent interference among mea-

urements. In compressive sensing spectroscopy, Each TF of the filter

hould be wide enough so that the set of the small number of filters

ully senses the spectral information in the given wavelength range [9] .

Each filter shows several spectral peaks and rapid changes of trans-

ission value with respect to wavelength. Therefore, each filter has a

igh optical throughput that the energy (intensity) which passes through

he filter is higher than that with the conventional bandpass filter ap-

roach. In addition, fewer filters can be used to cover the entire wave-

ength range with the proposed method. For example, suppose 250

andpass filters are used to cover the wavelength range from 500 to
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Fig. 2. (a) Schematic of the thin-film filter-array fabrication process. (b) Photo- 

graph of a fabricated thin-film filter-array. (c) Monochrome image of the thin- 

film filter-array taken at a wavelength of 700 nm. 
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Fig. 3. (a) Schematic of the optical setup for measuring the sensing matrix. 

(b) Schematic of the optical setup for testing the performance of the proposed 

spectroscopy system. (c) Photographs of the optical setup and the CMOS image 

camera with the thin-film filter-array. 
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000 nm. Then, the bandwidth of TF is 2 nm, according to the conven-

ional bandpass filter design. In the proposed approach, the same range

f wavelength can be covered with only 36 proposed filters, subject to

he use of a recovery algorithm present at the reconstruction end. 

.3. Filter-array fabrication 

Fig. 2 (a) shows the process in which a thin-film filter-array is fabri-

ated. This comprises two main parts; one is SiO 2 film deposition and

he other is SiN x film deposition according to the specified thicknesses.

rior to depositing an SiO 2 film, a 6 ×6 germanium (Ge) grid with ele-

ents of size 300 𝜇m and spacing 100 𝜇m was formed on the glass using

n e-beam evaporator to separate the filters. In this grid, SiO 2 and SiN x 

ayers were deposited with the width of 300 𝜇m in each filter. Then, se-

ective deposition was done as follow: An intentionally thick SiO 2 film

as deposited on the glass patterned with the Ge grid using plasma- en-

anced chemical vapor deposition. The regions where the film should

ot be deposited were then removed by conventional photolithography,

amely CF 4 /O 2 reactive ion etching. The process pressure and radio- fre-

uency power were maintained at 50 mTorr and 50 W, respectively. The

iN x film deposition process was performed in the same manner as for

iO 2 . Finally, these two main steps, SiO 2 and SiN x film deposition, were

epeated 12 times each to lay down 24 layers. Fig. 2 (b) and (c) show

 photograph of a fabricated thin-film filter-array and a monochrome

mage of the filter-array, respectively. Each filter is composed of a dif-

erent number of layers each with different thicknesses; therefore, each

ne has unique color due to its different TF, as shown in Fig. 1 (b). 

. Experiments 

.1. Experimental setup 

Optical setups for experimental verification of the proposed spec-

roscopy system are shown in Fig. 3 . Fig. 3 (a) depicts the optical setup

or measuring TFs of a filter-array. The setup for testing the performance

f the proposed system is shown in Fig. 3 (b). The photographs of the op-

ical setup and the CMOS image camera with the thin-film filter-array
55 
re shown in Fig. 3 (c). During the optical experiments, we set the in-

ident angle to filter-array as normal incidence. Using a linear stage, a

otational stage and optical mounting posts, we aligned the optical fiber

ith the CMOS image camera (E0-1312, Edmund Optics) for the normal

ncidence. 

In Fig. 3 (a), a halogen lamp (KLS-150H-LS-150D, Kwangwoo) was

sed to provide a continuous light spectrum. It was put into a monochro-

ator (MMAC-200, Mi Optics) to produce a specific narrow wavelength

and. Then, a fiber-optic collimator was used to form a beam of parallel

ight. The beam was fed into the CMOS image camera through the fabri-

ated thin-film filter-array. With a single exposure, each filter modulated

he light in a different pattern. The modulated light was read out by pix-

ls of CMOS image camera, yielding M = 36 distinct output signals y in

q. (1) . Each output signal was taken by summing up the modulated

alues of the pixels underneath the pertinent filter. 

To apply CS reconstruction algorithms to the proposed system, the

ensing matrix T must be pre-determined. Let us denote the intensity

hich passes through the filter-array as IF ( m, 𝜆) and the intensity with-

ut the filter-array as IWF ( m, 𝜆), where m is the filter index and 𝜆 is the

avelength. The sensing matrix is then given by 

 ( 𝑚, 𝜆) = 

𝐼𝐹 ( 𝑚, 𝜆) − 𝐵𝐼( 𝑚, 𝜆) 
𝐼𝑊 𝐹 ( 𝑚, 𝜆) − 𝐵𝐼( 𝑚, 𝜆) 

, (5)

here BI ( m, 𝜆) is the background intensity. We took 500 wavelength

amples, spaced 1 nm apart, in the range from 500 to 1000 nm. The mea-

ured sensing matrix 𝐓 ∈ ℝ 

36 × 500 obtained from the fabricated thin-

lm filter-array is shown in Fig. 4 . Each TF of the filters, a row of the

olor map, is shown as a combination of colors, i.e., red (high trans-

ission value) and blue (low transmission value). Different TFs show

ifferent places of high and low transmission values indicating mutual

ncorrelation. As a set of 36 filters, the filter-array covers the entire

avelength range with high optical throughput. 
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Fig. 4. Color map of the measured sensing matrix for the thin-film filter-array. 

Each row represents the TF of a filter with respect to wavelength. 
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Fig. 5. (a) Computational reconstruction performance of the fabricated thin- 

film filter-array with respect to the FWHM. (b) Computational spectral recon- 

struction performance of the fabricated thin-film filter-array with respect to the 

SNR. 
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.2. Computational experiments 

To quantify the performance and explore the two-point resolution

f the fabricated filter-array, we conducted computational experiments.

he two-point resolution is the ability to distinguish the spectral peaks

hich are closely spaced. For the experiments, we generated mono-peak

pectra and two-peak spectra as input spectra using the Gaussian func-

ion. A generated input spectrum x was numerically modulated by mul-

iplying the measured sensing matrix T as shown in Eq. (1) . Then, us-

ng the M -modulated signals (measurements) and the sensing matrix T ,

 reconstruction algorithm is used to recover the input spectrum. In

he experiments, we considered that the input spectrum was a directly

parse signal. The mean-squared error (MSE) between the input spec-

rum x and the reconstructed spectrum ̂𝐱 was calculated. The MSE is de-

ned as ‖𝐱 − ̂𝐱 ‖2 2 ∕ 𝑁 . 

We firstly tested the spectral reconstruction performance of the fabri-

ated filter-array with changing the full width at half maximum (FWHM)

f the generated input signals. We made three noisy environments by

dding the additive noise n to Eq. (1) as 𝐲 = 𝐓𝐱 + 𝐧 whose the signal

o noise ratios (SNRs) were 20, 25, 30 dB. The SNR in decibels is de-

ned as 10 ⋅ log 10 ( ‖𝐱‖2 2 ∕ 𝑁 𝜎2 ) , where 𝜎 is the standard deviation of the

oise. 

The spectral reconstruction performances with respect to the FWHMs

re shown in Fig. 5 (a). For the two-peak spectrum, the distance between

wo peaks was determined as [1.5 · FWHM], where [ · ] is the nearest in-

eger function. We averaged all the MSEs of the spectrum over the peak-

ocations from 500 to 999 nm in a given FWHM. As shown in Fig. 5 (a),

he mono-peak spectrum is reconstructed better than two-peak spec-

rum. As the FWHM increased, the performance of spectral reconstruc-

ion is degraded. This is due to the increased sparsity of the spectrum. 

Second, we verified the stability of noise along the SNR conditions

or the fabricated filter-array. As shown in Fig. 5 (b), the reconstruction

erformance on mono-peak spectrum is better than that of the two-peak

pectrum. In addition, when the FWHM is 1 nm, the reconstruction per-

ormance is better than the FWHM with 2 nm. Despite the additive noise,

he results show that the fabricated filter-array is robust to the noisy en-

ironments. 

As depicted in Fig. 5 , the reconstruction performance of the fabri-

ated filter-array depends on the FWHM and the SNR. For the two-point

esolution, the MSE has the smallest value when the FWHM of the two-

eak spectrum is 1 nm. The overall MSEs are small enough to use the

abricated filter-array to conduct the optical experiments. 

.3. Optical experiments 

Optical experiments were then conducted to evaluate the perfor-

ance of the proposed system, as shown in Fig. 3 (b). Narrow-band

onochromatic lights and LEDs were used as input light sources. To gen-
56 
rate narrow-band light, a supercontinuum white light source (SuperK

OMPACT, NKT Photonics) was placed in the monochromator, making

 narrow band of light with a full width at half maximum (FWHM) of

pproximately 1 nm. These light sources were fed into the CMOS image

amera through the filter-array, simultaneously capturing the M differ-

ntly modulated signals. The M -modulated signals and the measured

ensing matrix T were then used to solve Eq. (3) . We used a Gaussian

ernel matrix as the sparsifying basis 𝚽. The spectral waveform can be

epresented as a linear combination of Gaussian kernels, and a Gaussian

ernel can be easily generated with two parameters, namely the peak

ocation and the FWHM value [4,18] . The l1_ls_noneg algorithm [19] was

sed as a reconstruction algorithm to solve Eq. (3) with non-negativity

onstraints. 

Fig. 6 shows the reconstruction results for monochromatic lights and

EDs. For comparison, the reference spectrum and the reconstructed

pectrum were normalized to the range between zero and one. 

The optical experimental results for monochromatic lights are shown

n Fig. 6 (a). In our optical experiment, depicted in Fig. 3 (c), we use four

ifferent monochromatic spectra, with spectral peaks located at 600,

00, 800, and 900 nm, respectively. The reference spectra are measured

sing an optical spectrum analyzer (AQ-6315B, Ando) which indicate

ctual spectral peak locations at 598.7, 700.4, 800.5, and 900.4 nm, re-

pectively. Using the fabricated filter-array CS spectroscopy with the

econstruction algorithm, the spectral peak locations are reconstructed

t 599, 699, 799, and 901 nm, respectively. The mean FWHM of the

eference spectra is approximately 1 nm, and the mean FWHM for the

econstructed spectra is approximately 1.4 nm. 

Fig. 6 (b) shows the spectral reconstructions of green (527 nm) and

ed (635 nm) LEDs. For the reference spectra, we measure the LEDs us-

ng a grating spectrometer (QE65000, Ocean Optics). The spectral peak

ocations for the reference LEDs are 527.6 nm (green LED) and 634.9 nm
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Fig. 6. Spectral reconstructions of several different input light sources. (a) Spec- 

tral reconstructions of monochromatic lights (dots) compared with reference 

spectra (solid lines): 600 nm (green), 700 nm (yellow), 800 nm (red), and 900 nm 

(purple). (b) Spectral reconstructions of LEDs (dots) compared with reference 

spectra (solid lines): green LED (527 nm), and red LED (635 nm). 
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Fig. 7. Computational spectral reconstruction of a halogen lamp (red dash line) 

compared with the reference spectrum (black solid line) measured by a conven- 

tional spectrometer. 
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red LED), and the reconstructed spectral peak locations are 531 nm

green LED) and 633 nm (red LED). The peak signal-to-noise ratios are

8.3 dB (green LED) and 31.7 dB (red LED). 

Discussing Fig. 6 , the spectra of reconstructed monochromatic lights

how several negligible spikes. This is probably due to background noise

n the optical experiments. But overall, the reconstruction results of the

roposed CS spectroscopy system for monochromatic lights and LEDs

re similar to those of the grating spectrometer. Furthermore, the num-

er of modulated signals is significantly small ( M = 36) that the mea-

urement to wavelength sample ratio is 36:500 (ratio between M and

 ). 

To further explore the performance of the proposed CS spectroscopy,

e conducted the computational experiment on the fabricated filter-

rray using a continuous light source, halogen lamp. For the experiment,

e used the measured sensing matrix T . The conventionally measured

pectrum of the halogen lamp was used as the input spectrum x . The

odulated signals were generated by numerically multiplying the sens-

ng matrix and the input spectrum. By solving Eq. (3) , we reconstructed

he continuous spectrum of light. In Fig. 7 , we present computational

pectral reconstruction of the halogen lamp. The peak signal-to-noise

atio is 43.8 dB. Due to the limitations of our optical components to re-

ect the spectrum of the halogen lamp except for the wavelength range

rom 500 to 1000 nm, we could not perform the optical experiment on

he continuous source. However, the computational reconstruction re-

ult of the halogen lamp indicates that the fabricated filter-array can be

tilized for recovering the various kinds of spectra in the given wave-

ength range without limitations of the optical components. 

Fabricating the proposed filter-array can be more difficult than fab-

icating Fabry–Perot structure due to the large number of layers for the

roposed filter-array. However, the proposed spectroscope is compact

nd it does not need motorized components which were used with the

abry–Perot structure [9] . In addition, thanks to the 2D array struc-

ure, the proposed spectroscope captures all measurements in a single

xposure. But the Fabry–Perot spectroscope [9] required a number of
57 
xposures as many times as the number of measurements. Compared to

abry–Perot spectroscope [8] , the proposed spectroscope utilizes 36 fil-

ers to cover the wavelength range from 500 to 1000 nm, but 100 filters

ere used in [8] to cover the range from 500 to 750 nm. 

. Conclusion 

We have demonstrated a 2D array CS spectroscope based on thin-

lm technology. A 2D thin-film filter-array is fabricated based on array

rocessing. Using the fabricated filter-array, measurements are obtained

o which the CS reconstruction algorithm is applied. Finally, demon-

tration of input spectrum reconstruction is successfully made. The pro-

osed system is compact, portable, and obtains the necessary measure-

ents in a single exposure thanks to its structural advantages. More-

ver, it works over a wide spectral range, from the visible light region

o the near-infrared region. Compared with conventional spectrometers

non-CS spectrometers), the proposed system has a high optical through-

ut and compatible spectral resolution performance in monochromatic

ights and LEDs with significantly less number of measurements. 
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Filters with random transmittance for 
improving resolution in filter-array-based 

spectrometers 
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Abstract: In this paper, we introduce a method for improving the 
resolution of miniature spectrometers. Our method is based on using 
filters with random transmittance. Such filters sense fine details of an 
input signal spectrum, which, when combined with a signal processing 
algorithm, aid in improving resolution. We also propose an approach 
for designing filters with random transmittance using optical thin-film 
technology. We demonstrate that the improvement in resolution is 7-
fold when using the filters with random transmittance over what was 
achieved in our previous work. 
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1. Introduction 

Miniature spectrometers are key instruments that are required in various academic and 
industrial applications such as bio-medical, chemical, and environmental engineering [1]. 
These spectrometers, built with integrated-filter arrays, provide superior portability, 
flexibility, and cost-effectiveness [2]. The spectrometers also provide fine details about 
the various spectral components of the incident light. These spectral components reveal a 
wealth of information concerning the composition and the structure of the various objects 
being observed [3]. The ability of a spectrometer to reveal fine information is usually 
attributed to its resolution. Thus, in recent years, researchers have focused on improving 
the resolution of spectrometers. 

State-of-the-art filter-array-based spectrometers rely on digital signal processing 
(DSP) algorithms. These algorithms may run on a general-purpose computing platform of 
cellular phones and laptop computers, as shown in Fig. 1, before the spectrum estimate is 
displayed on the screen. They can also run on a specialized DSP chip integrated into the 
spectrometer unit in the case of stand-alone spectrometers. These algorithms process the 
raw spectrum acquired by the spectrometer to reduce noise and distortions and thereby 
aid in improving the resolution. 

In the filter-array-based spectrometers, the factors that limit the resolution are the 
number of filters in the filter array and the shapes of the transmittance functions of these 
filters [4]. In practical miniature spectrometers, the number of filters is fixed. Thus, in 
order to improve the resolution, it is often not a realistic option to increase the number of 
filters. The second factor that affects the resolution is the transmittance functions of the 
filters. While the transmittance function (TF) is usually designed to meet certain criteria, 
in practice, owing to low-cost integrated-array fabrication, the TF of each of the filters is 
non-ideal. These non-ideal filters highly distort the raw spectrum and thereby necessitate 
the digital processing of the raw spectrum to determine information concerning the 
spectral components of the input signal spectrum. DSP algorithms or estimators have 
been reported in the literature [5–8]. The algorithms in [5, 6] are centered on L1-norm 
minimization, which is a modern optimization tool in DSP for solving underdetermined 
system of linear equations, whereas the algorithms in [7, 8] are based on conventional 
least squares and are designed with an aim to reconstruct the signal spectrum but not to 
improve resolution. 

In this paper, we assume the use of the L1-norm-minimization-based DSP algorithm in 
[5] as the spectral estimator and aim to address the following relevant questions: Is it 
possible to enhance the resolution of the spectrometers by shaping the TFs in a particular 
way? Namely, is there a certain shape of the TF that is suitable for use with the L1-norm-
minimization algorithm at the back end? If yes, what is that shape, and how can such a 
TF be designed? Is there a practical way to implement such a TF? Also of great 
importance is the discussion of suitable performance metrics to compare different TFs. 
This is necessary to reflect the use of the L1-norm-based spectral estimator we aim to use. 
With the new metric, one should be able to investigate the maximum possible resolution 
achieved by employing different TFs. 

As per the discussion of the questions above, the role of TFs in improving the 
resolution of the spectrometers under the DSP-based spectral estimator needs to be 
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carefully examined. We observe that the TFs whose auto-covariance functions resemble 
that of a Dirac delta function acquire independent information about the closely spaced 
spectral components of the input signal spectrum under the DSP-based spectral estimator. 
Filters with random-TFs possess such auto-covariance. Based on our study, we show that 
it is possible to design filters with random-TFs using thin-film technology and improve 
the resolution up to 7-fold compared to the filters with non-ideal transmittances in [5]. 

The concept of random-TFs goes back to the 1970s. Different aspects of the random-
TFs have been studied in the past [9–11]. In [9], the author has studied the maximum 
information transmission rate of an optical filter with random transmittance. A laser-
based velocimeter is designed in [10] based on random transmittance patterns. In [11], the 
authors have designed a holographic-based sensor using random transmittances that are 
generated by using random gratings. As per our knowledge, however, no one has 
designed or reported filters with random transmittance for improving the resolution of a 
spectrometer. 

This paper is organized as follows: Section 2 presents the system model, and Section 
3 discusses in detail the need for designing filters with random transmittances for 
improving resolution. Section 4 discusses the design of random-transmittance filters 
using thin-film technology, and Section 5 presents the concept of the resolution of a 
spectrometer. Experimental results are discussed in Section 6, and Section 7 concludes 
the paper. 

2. System description 

We consider a spectrometer that consists of a planar filter array with M filters arranged in 
a 2D fashion as shown in Fig. 1. Each of these filters acts as a wavelength-selective 
device. Each filter is specified in terms of a transmittance function (TF), 

( ) , 1,2, , ,iT i Mλ =   which indicates the fraction of input light that the filter allows at 

each unit of wavelength. We note that ( )iT λ  is a continuous (analog) function of 

wavelength. Each filter is attached to a CCD element that converts light into electrical 
energy. The output of each of the CCD elements is sampled to form an 1M ×  vector y , 
which is called a raw spectrum. 

 

Fig. 1. Schematic of the proposed filter-array-based spectrometer. 

Each sample of the raw spectrum denotes the projection (inner product) of the input 
signal spectrum onto a TF. That is, the ith sample of the raw spectrum is obtained as 

 ( ) ( ) 1,2, , ,,i i iy x T d w i M= + = λ λ λ  (1) 

where ( )x λ  is the input signal spectrum and 
i

w denotes a Gaussian noise sample with 

zero-mean and variance 2σ . Thus, each raw spectrum sample contains information about 
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the input signal spectrum acquired by a single filter in the filter array. We observe that the 
model in Eq. (1) for the raw spectrum can be used to describe the raw spectrum of a 
grating-based spectrometer as well. Grating-based spectrometers are a more conventional 
way of implementing spectrometers [1]. The raw-spectrum model for the grating-based 
spectrometer is given [1, p. 339, Eq. (9.5)] by 

 ( ) ( ) 1,2, , ,,ig x h i d i M= − Δ = λ λ λ  (2) 

where 
i

g  is the detected spectral intensity at the ith CCD element, ( )x λ  is again the input 

signal spectrum, ( )h λ  is the system impulse response or the instrumental function, and 

Δ  is the sampling interval. The system impulse response ( )h λ  denotes the overall 

impulse response of the complete system from the slit to the CCD sensor, including the 
transmittances of the slit and the grating. We note that the raw-spectrum models of the 
modern filter-based and conventional grating-based spectrometers are similar in their 
integral form input-output relationship. The role of ( )h λ  in the grating-based 

spectrometer is taken by the TF, ( )iT λ , in the filter-array-based spectrometers. 

Modern filter-array-based spectrometers [4–8] process the raw spectrum using a DSP 
algorithm or an estimator to recover the input signal spectrum. The data model for the 
raw spectrum, y , which is an input to the DSP algorithm can be represented [4] as a 
system of linear equations: 

 where 0 .= D + ≥y x w x  (3) 

In Eq. (3), the 1N ×  vector x  contains the samples of the original signal spectrum 
having an operating bandwidth of Wλ , and the matrix D is an M N×  TF matrix. Each 

row of D is the TF of a filter. We observe that the matrix D contains only non-negative 
values as light transmittance is always non-negative. 

In this paper, since we are dealing with improving resolution, the value of N is set to 
be greater than M, so N > M. That is, the number of samples of x is greater than the 
number of filters. The reason for setting N > M is that resolution in filter-array-based 
spectrometers is limited by the number of filters M (as will be discussed in detail in 
Section 3.1). Thus, in order to increase resolution beyond this limit set by the fixed 
number of filters M, the value of N should be greater than M. By setting N > M, we note 
that the noise-free system of equations in Eq. (3) is underdetermined. We also note then 

that in Eq. (3), the spacing between the samples of x  is W
N N

λλΔ = , while the spacing 

between the samples of the raw spectrum y  is W
M M

λλΔ = . 

Recently, sparse representation of the input signal spectrum, x , has drawn 
considerable attention [4–6]. The aim of sparse representation is to decompose the signal 
spectrum into its constituent spectral (wavelength) components. For example, the signal 
spectrum of a low-power mercury lamp can be decomposed into its seven wavelength 
components, whereas the rest of the wavelength components are zero-valued. In general, 
any signal spectrum vector x  in Eq. (3) can be equivalently represented as a sparse 
vector s  using a linear transform matrix G, i.e., G=x s . The vector s  is called a K-
sparse vector. In this paper, we refer to s as a sparse spectrum. It contains K non-zero 
values and N K−  zero-valued components, K N . The K non-zero values of s  
indicate the intensities of the spectral (wavelength) components that constitute x. The set 
of K wavelengths corresponding to those intensities is called the support set. Thus, each 
element of the support set indicates the wavelengths (in nm) that are present in the signal 
spectrum. The intensities of the remaining N - K wavelength components of s are zero. 

The matrix G is called the kernel matrix, and it is of size N N× . The columns of G  
are chosen as functions that preserve the natural shape of the signal spectrum. Gaussian 
kernels are widely used for signal spectrum modeling [8]. The other possible non-
Gaussian kernels are secant hyperbolic and Lorentzian [1]. To construct G, we need to 
know only a single kernel function, the width of which is controlled by a parameter called 
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full-width at half-maximum (FWHM). When the FWHM is small, the width of the kernel 
function is also small, and vice versa. Once the kernel function is chosen, it is sampled, 
and the sampled version of the kernel function is considered as the first column of G. The 
remaining 1N −  columns of G are just shifted versions of the first column [6]. We 
observe that the Gaussian kernel has a uniform width that models narrowband light 
sources. For modeling broadband light sources, one may require kernels with varying 
widths, as discussed in [6]. In this paper, we consider only narrowband sources. With the 
sparse modeling of the input signal spectrum, Eq. (3) can be written as 

  + = + where s 0 .
A

DG A= ≥y s w s w  (4) 

The goal of the DSP algorithm or the spectral estimator is to obtain an estimate ŝ  f s 
from the raw spectrum y,  given the matrices D and G. 

3. Proposed transmittance functions 

3.1. Introduction: Transmittance functions 

The transmittance function (TF) of an optical filter is a waveform that has a shape that 
dictates the fraction of input light that the filter transmits at various wavelengths. The 
conventional approach is to attempt to design TFs with an ideal shape, i.e., a sharp brick 
wall as shown in Fig. 2(a). In Fig. 2(a), we show only three filters out of 40 in a filter 
array. Ideal filters allow light only for desired wavelengths, called the passband, and 
completely stop the remaining wavelengths, called the stopband. In addition, from Fig. 
2(a), we note that the passbands of the ideal TFs do not overlap with each other. 

 

Fig. 2. Transmittances of (a) ideal filters (b) non-ideal filters. 

Ideal filters are desired for two reasons. First, the raw spectrum (Eq. (3)) obtained by 
employing the ideal TFs is a direct estimate of the signal spectrum, and hence, there is no 
need for a DSP algorithm. This is because each sample of the raw spectrum is a 
projection (Sec. 2) of the input signal spectrum with an ideal TF. Since ideal TFs are non-
overlapping by design, each sample of the raw spectrum only contains information about 
the spectral (wavelength) components that correspond to a single passband. Second, any 
two spectral components of the input signal spectrum that are one passband spacing apart 
are distinguishable (resolvable) in the raw spectrum. If there are any two spectral 
components separated by less than a passband width, they cannot be resolved. In order to 
resolve such spectral components, the passband width of each filter should be decreased. 
Consequently, this increases the number of TFs (number of filters) in order to cover the 
entire operating bandwidth. Thus, the resolution of the filter-array-based spectrometers 
with ideal TFs is limited by the number of filters, M. Since the spacing between the 

samples of the raw spectrum is W
M M

λλΔ = , it was believed to be the limit on the 
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resolution of filter-array-based spectrometers. This limit is the same for the more 
conventional grating-based spectrometer with a CCD array consisting of a total of M 
pixels. That is, by using the ideal system impulse response ( ( ) ( )h λ δ λ= , the Dirac delta), 

the spacing between the samples of the raw spectrum of a grating-based spectrometer is 

also W
M M

λλΔ = . 

However, filters with ideal TFs are not easy to realize in practice [2]. Therefore, non-
ideal TFs are inevitable in spectrometers. The shapes of the practical non-ideal TFs 
employed in a typical filter-array spectrometer [7] are shown in Fig. 2(b). These TFs are 
not purposely designed in such shapes but are instead accidentally obtained in the micro-
level processing of implementing the ideal filters. Unlike the ideal TFs, the waveforms of 
non-ideal TFs are smooth functions of wavelength. In addition, as seen from Fig. 2(b), the 
passband of each filter’s TF leaks into the passbands of neighboring filters. Hence, non-
ideal TFs have considerable overlap with each other. Non-ideal TFs are considered worse 
for the signal spectrum estimation process in conventional wisdom. The reason is that 
each sample of the raw spectrum now contains information about the spectral components 
not only from its own band but also from the neighboring filters’ bands, viz. interferences. 
The interference from the use of non-ideal TFs causes severe distortion in the raw 
spectrum. Therefore, for the spectrometers with non-ideal TFs, post-processing of the raw 
spectrum using DSP algorithms is inevitable. These algorithms are designed with the aim 
of extracting the constituent spectral components (sparse spectrum) of the input signal 
spectrum from the raw spectrum y, via Eq. (4). 

A recent recovery algorithm, reported in [5], is tailor-made for spectrometers. This 
algorithm is based on a DSP optimization tool called 1L -norm minimization. 1L -norm 

minimization is a recent approach more suitable for solving a noise-corrupted 
underdetermined system of linear equations such as Eq. (4) than a classical least-squares 
approach [12–14]. The minimization problem for the recovery of the sparse signal 
spectrum s  in Eq. (4) can be expressed as: 

 
1 2

0ˆ min subject to ,
s

DG ε ≥= ≤s s s - y s   (5) 

where ε  is a small positive constant. 
Note that the problem in Eq. (5) is a bit different from the standard L1-norm 

minimization approach with the inclusion of the additional non-negative constraint, 0≥s . 
In order to find the non-negative spectral estimate ŝ , the authors in [5] have used a DSP 
algorithm that was reported in [15]. In [15], the authors have derived an algorithm using 
the modern interior point method. They have shown that the performance of their 
algorithm is best when compared to the standard L1-norm minimization algorithms such 
as L1 magic [14] and LASSO [16], which do not use the additional information. In 
addition, they have shown that their algorithm is robust against the observation noise, 
stable, and competitive with the existing algorithms. Using the algorithm in [15] for 
spectrometers, the authors in [5] have shown an improvement in resolution to about a 
factor of six below the resolution limit. In addition, the authors in [5] have provided a hint 
that the recovery performance (and hence the resolution) of the algorithm depends on the 
design of the TF matrix D. 

Recently, fast algorithms for L1-norm minimization such as FISTA [17], FOM [18], 
and ADMM-based algorithms [19] have gained considerable interest among the imaging 
community. In imaging systems [20–23], the number of measurements (typically more 
than a few million) is much more than the number of measurements used in the 
miniaturized spectrometers. Consequently, these imaging systems should be capable of 
handling large amounts of data efficiently; for spectrometers, however, the accuracy is 
more important than the efficiency. It is well known that the interior-point-method-based 
algorithms provide good accuracy. Thus, in this paper, we use the same algorithm that 
was used in [5]. Readers who may be interested in implementing fast algorithms for 
spectrometers can refer to the approaches in [17–19]. 
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In this paper, our central goal is to design the TF matrix D in order to enhance the 
resolution. That is, we use the spectral estimation algorithm in [5] and show how to 
design the TF matrix D (which in turn determines the filter transmittances) that helps the 
algorithm to improve resolution. We show that by using our proposed TF matrix, it is 
possible to enhance resolution 7-fold compared to what was achieved in [5]. 

3.2. Motivations for new TF design 

In this paper, we aim to present a new approach to further enhance (as compared to what 
was achieved in [5]) the resolution of the spectrometers by designing TFs. The 
motivations behind designing new TFs are based on the following observations: 

1. We recall that each sample of the raw spectrum is modeled as a projection of the 
input signal spectrum onto a filter TF. In spectrometers with non-ideal TFs, the 
projection captures not only the in-band but also the out-of-band information 
about spectral components in each sample of the raw spectrum. Traditionally, 
when no DSP is used, unintentional capturing of the out-of-band information 
that is mixed with the information of the desired band is considered as pure 
distortion of the spectral components. In a completely different viewpoint, 
however, it can be considered as additional source from which useful 
information can be extracted. Namely, because of the shapes of the non-ideal 
filters, each sample of the raw spectrum contains extra information about the 
entire signal spectrum rather than the only about a particular band like the 
sample of an ideal TF does. That is, each non-ideal filter collects information 
from the entire signal spectrum and maps it into a single sample of the raw 
spectrum. Since the shape of each non-ideal filter is different from that of all 
other non-ideal filters, we can get many such independent “holistic” views of the 
entire signal spectrum from each sample of the raw spectrum. This led us to the 
very natural question: What kind of TFs should provide more holistic and 
independent information about the spectral components in each sample of the 
raw spectrum? 

2. The modern, L1-norm-minimization-based DSP spectral estimator [5] recovers the 
spectral components very well from the distorted raw spectrum, prompting us to 
investigate the reason for this unexpected level of performance. We found that 
the problem of resolving (identifying) the spectral components essentially 
reduces to the unique identification of s from y. The success of this identification 
depends on the matrices D and G in Eq. (4). For a given class of signal spectrum, 
the matrix G is fixed. However, the matrix D can be determined from the design 
and fabrication of the filter TFs. Hence, we conclude that a good design for the 
TFs is important in order for the DSP algorithm to recover the spectral 
components from the raw spectrum. 

Thus, it is crucial to design TFs that 1) capture holistic and independent information 
about the constituent spectral components and 2) aid in recovering those spectral 
components. 

3.3. Design of new TFs 

We observe from the previous section that the amount of additional information acquired 
in each sample of the raw spectrum is solely proportional to the shape of the TFs. By 
shaping the TFs through a proper design procedure, it is possible to extract much 
information about the input signal spectrum. Therefore, the TF matrix D that senses the 
maximum amount of information about the signal spectrum appears to be the best choice 
for the spectrometer case, and hence, it is our design goal. We note here that a similar 
design notion arises in the emerging signal processing research area called compressive 
sensing (CS) where a sensing matrix [12, 13] takes the role of the TF matrix in acquiring 
a signal. 

In CS, the raw signal samples acquired using the matrix D is modeled as 
DG= + +Ay s w= s w , which is the same as the raw spectrum model in Eq. (4). In CS, 
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the matrix D is referred to as the sensing matrix; the matrix G, the sparsifying basis; the 
vector s, a K-sparse signal; and As is called the compressed signal. In CS, the sensing 
matrix D is chosen such that it captures enough information for the unique identification 
of the signal s with as few samples of As (the compressed signal) as possible. In order to 
quantify the ability of the sensing matrix to acquire enough information about the signal 
in a minimum number of raw samples, the mutual coherence metric, μ , is used [12, 14]. 

The mutual coherence of the matrix A = DG is defined as follows: 

 max , , 1, ,i j
i j

a a i j Nμ
≠

= =   (6) 

where ia is the ith column of A. The μ  is a measure of the maximum possible correlation 

among pairs of columns of A. The smaller μ  is, the smaller the correlation among the 

columns of A is. The smaller the correlation is, the better the reconstruction accuracy of s 
from y is. Thus in CS, it is desirable to design the sensing matrix D, such that the matrix 
A = DG has low coherence. 

It is well known in CS that sensing matrices D, the entries of which are drawn from 
i.i.d. samples of a random variable, exhibit low coherence. Such matrices are called 
random sensing matrices. These matrices are capable of capturing enough information 
about the signal s to perform reconstruction from a small number of samples of y. 
Therefore, random sensing matrices are widely employed in CS-based applications. 

It appears that the goal of designing a sensing matrix in CS resembles that of TF 
matrix design. That is, both the TF and the sensing matrix should be designed to capture 
sufficient information to permit the faithful recovery of the signal. Since both of these 
goals are met by random matrices [12], in this paper, we consider a random matrix as the 
TF matrix rather than using the non-ideal TF matrix as in [5–8]. Since each row of the TF 
matrix denotes a transmittance function of a filter, a row of the random TF matrix is 
termed a random transmittance function. That is, a filter with a transmittance that exhibits 
random fluctuations as opposed to possessing a pre-designed transmittance shape is 
termed a random transmittance function. Thus, our goal of improving resolution reduces 
to the design of a set of M filters with random TFs. A set of TFs ( ){ }

i
T λ  is referred to as 

random when 
1) The auto-covariance function (ACF) of each TF in the set is close to the Dirac-

delta function. That is, 

 ( ) ( )[ ] ( )[ ] , 1, 2, , ,i ii iT m T m d i Mδ λ λ λ λ λΔ ≈ + Δ − =−   (7) 

where ( ).δ  is the Dirac-delta function, 
i

m  is the mean of ( )iT λ , and λΔ  is the 

wavelength difference, and, 
2) when the cross-covariance function (CCF) between each pair of TFs in the set is 

very small. That is, ( )[ ] ( ), ,i j i i j jT m T m d i jε λ λ λ= ≠ − −  , where ,i jε  is a small number 

close to zero. We discuss in detail the design of filters with such random transmittance in 
Section 4 using thin-film technology. 

3.4. Significance of the proposed approach 

The ideas in this paper mirror some of the prior work in CS with regard to the use of 
random matrices for signal acquisition and recovery. We briefly compare our approach to 
other well-known CS imaging approaches such as the single-pixel camera (SPC) [20], the 
P2C2 video system [21], the hyperspectral design (HSD) [22], and the CASSI system 
[23]. 

First, we note that the SPC is a well-known CS-based imaging system [20]. In SPC, in 
order to compressively sample a scene by optical random linear projection, a digital 
micromirror device (DMD) was used together with a biconvex lens. The DMD is 
programmed with random 0/1 Walsh patterns [20]. With the availability of such optical 
devices, random projections of a scene were made almost effortlessly without going 
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through a pixel-by-pixel scanning, and as a result, it was possible to realize the concept of 
SPC in practice. The P2C2 video system [21] extends the SPC architecture to video 
acquisition, and hence it also employs the random 0/1 Walsh patterns. We observe that in 
both the systems the measurement matrices are 0/1 Walsh matrices. 

HSD [22] and CASSI [23] are spectral imaging systems. These systems collect a 
scene as a set of spatial images. Each image represents a range of an electromagnetic 
spectrum also known as a spectral band. These spatial images are arranged along various 
spectral bands to form a three-dimensional structure called a hyperspectral data cube. In 
HSD, the data cube is modeled as a linear combination of the spectral signatures of 
endmembers (that is, objects in a scene such as a road, grass, trees, or a roof), where each 
spectral signature can be obtained from a publicly accessible database such as HYDICE 
Urban hyperspectral data as used in [22]. Then, the HSD exploits the spatial and spectral 
redundancies of the data cube by using CS. In particular, HSD adopts the concept of SPC 
for acquisition of the data cube, and hence they use the DMD with 0/1 Walsh patterns. In 
contrast to HSD, the CASSI system models the data cube as a linear combination of two-
dimensional wavelets and then acquires the data cube using the coded aperture masks. 
Thus, the measurement matrices in the CASSI system are also random binary 0/1 code 
matrices. We observe that both the HSD and CASSI systems compressively acquire the 
spectral data by means of spatial domain random measurement matrices, each element of 
which is either 0 or 1. 

In contrast to the above imaging systems, we note that in our proposed spectrometer, 
we acquire the spectral data or signal spectrum using random spectral filters (not spatial). 
That is, as discussed in Section 2, the sensing of the signal spectrum is performed using 
random analog optical TFs, which are non-negative continuous functions of wavelength. 
We observe that the set of optical TFs play a sensing role as significant as that of the 
DMD in single-pixel cameras or the coded aperture masks. In addition, the TFs have 
values that can be any real number between 0 and 1, in contrast to the 0/1 patterns in the 
imaging applications. Table 1 summarizes the measurement matrices and their 
implementation in various imaging applications. 

Second, in optical applications the sensing of signals and their subsequent recovery is 
accomplished with a sensing matrix stored beforehand. For example, in [20, p. 85], the 
DMD array stores Walsh, Hadamard, or noiselet patterns. The best matrices or the 
matrices of interest were designed in the digital domain. They were then used to dither 
the micromirrors back and forth in the DMD. We call this the digital design first 
approach here, as depicted in Fig. 3. In spectrometers, the actual mechanism of sensing is 
done using the analog TFs, as per Eq. (1), and then the signal spectrum recovery is done 
using its digital model. We note here that the digital TFs can be losslessly obtained from 
the TFs of analog thin-film filters (discussed in the next section). Thus, once the analog 
TFs are designed, they can be digitally represented in the TF matrix in Eq. (4) for 
spectrum recovery. We call this the analog design first approach in this paper (see Fig. 3), 
in contrast to the digital design first approach. The comparison of the analog design first 
approach with the digital design first approach may unearth a noteworthy characteristic of 
the spectrometer designs. Let us elaborate a little further. 

Table 1. Measurement Matrices and Their Implementation in Various Imaging 
Applications 

Application 
Measurement matrix 

/ Implementation 
Page number 

Single-pixel camera (2008) [20] Random 0/1 Walsh matrix 
DMD array 

87 
84 

P2C2 system for sensing videos 
(2011) [21] 

Random 0/1 Walsh matrix 
DMD array 

331 
335 

Hyperspectral data processing 
(2009) [22] 

Random 0/1 Walsh matrix 
DMD array 

9 
13 

Coded aperture snapshot spectral 
imaging (CASSI) system for 

hyperspectral video (2012) [23] 

Binary CASSI code matrix 
Binary coded mask 

6 
15 
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For spectrometers, it is desirable to design a set of random analog TFs with the ACF 
of each TF shaped as close as possible to the Dirac delta function. The narrower the width 
of the ACF is, the better the set is at resolving the fine details of the input spectrum. Thus, 
the resolution of a spectrometer is closely related to the width of the ACF of the TF. In 
the analog design first approach, due to the optical nature of the thin-film filters, there is 
an inevitable practical limit on how narrow the width of an ACF can be made. 

We note that there is no such limit for the digital design. That is, in the digital case, 
the width of the ACF can be made as arbitrarily narrow as one wishes. For example, this 
can be achieved by dividing the operating wavelength range by the number of samples, 
say N, and hence obtaining any resolution we wish to have, and then by digitally 
generating a TF of length N by drawing independent samples from a probability 
distribution such as the 0/1 Walsh matrix with N = 65,536 as in [20] or as in P2C2 video 
systems [21]. Since the samples of the TF are independently and identically generated 
from the given distribution, the ACF of the TF is always as close as possible to the Dirac 
delta function. This means that one can increase the resolution just by increasing N. This 
may work for image recovery applications, subject to the creation of a DMD array with 
so many more elements, but not for spectrometers. For spectrometers, the inherent width 
of the ACF of the analog TFs must be preserved in its digital TFs. If we first design a 
random (white) digital TF with an ACF very close to the Dirac delta, the digital TF may 
not be realizable as the TF of an analog filter. Thus, the resolution in the digital domain is 
a useless concept unless a way of constructing the practical analog counterpart of the 
digital TF is given. 

 

Fig. 3. Summary of analog and digital design first approaches. 

Our main contribution is twofold. The first part shows a specific way to design a set 
of optical analog filters with TFs that are white and uncorrelated with each other. The 
second part illustrates that significant improvement in resolution can be achieved with 
such a filter design. 

3.5. Characterizing random TFs 

Usually, the degree of correlation of a function over an interval is characterized in terms 
of the auto-covariance function (ACF). A function can be correlated with a time lagged 
(or advanced) version of itself. Thus, the ACF is a function of the time difference (time 
lag). The ACF reveals the correlation among the samples of the function. Similarly, a 
random TF can be characterized in terms of their ACF, which is now a function of 
wavelength difference. The shape of the ACF reveals the degree of similarity 
(correlation) between the light intensities at two different wavelengths of the random TF. 
If the shape of the ACF is wide with slowly decaying tails, then the TF is said to be 
highly correlated. On the other hand, if the TF has low correlation at different 
wavelengths, then the shape of the ACF is narrow with rapidly decaying tails, resembling 
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a Dirac delta function. The shape of the Dirac delta function is ideal for an ACF. The 
width of the ACF measures the degree of correlation. That is, an ACF with narrow width 
exhibits low correlation, and vice versa. A Dirac-delta-like ACF is required in 
applications such as determining the modulation transfer function of an optical system 
[24] or detecting displacements or phase gradients in holography [11]. This evidence 
shows that filters with a Dirac-delta-like ACF are crucial in optical systems and can be 
designed in practice. 

Filters having ACFs that resemble that of a Dirac delta are preferred for L1-norm-
minimization-based spectrometers. The reason is that a Dirac-delta-like ACF has narrow 
width, and hence two spectral components that are separated by more than this width are 
sensed differently by the TF. This independent information about the spectral components 
aids the L1-norm-based algorithms to resolve closely spaced spectral components. Thus, 
the resolution of a spectrometer has a close connection to the width of the ACF. By using 
random TFs, we can reduce the width of the ACF and hence the spacing between two 
spectral components that are independently sensed. On the other hand, non-ideal TFs 
exhibit high correlation, and hence the widths of the ACFs are wider than those of the 
random TFs. Hence, information gathered about the two nearby spectral components is 
not too independent. This reduces the ability of the spectrometer to distinguish the two 
spectral components. Thus, our goal in this paper is to design the transmittances of filters 
with Dirac-delta-like ACFs. We call them random TFs, while the TFs in [5], correlated 
TFs, in the subsequent discussions. 

4. Design of the proposed random transmittance 

In the previous section, we introduced random TFs with the goal of improving the 
resolution of a spectrometer system. Towards this end, we ask ourselves the following 
question: is it possible, in practice, to design and implement random TFs in the analog 
domain? If yes, how should one be designed? We have found that filters with random 
transmittance can be designed and implemented by using thin-film optical filters [25, 26] 
in the way explained in this section. 

A thin-film optical filter consists of multiple layers of high- and low-refractive index 
materials (dielectrics) deposited on a substrate [26]. Each layer has a thickness usually of 
one quarter-wavelength. Thin-film filters work based on the interference of light 
transmitted or reflected at the boundaries between the layers. This interference is 
wavelength-dependent; that is, depending on the number of layers, the index of 
refraction, and the thicknesses of the layers, the transmission (or reflection) of light 
through the filter changes with wavelength, and hence the overall transmittance changes. 
By controlling the thickness of each layer and the number of layers, optical engineers 
design various filter transmittances such as band-pass filters. In this section, we show 
how varying the thickness of each layer generates random transmittances using the design 
methodology in [25]. 

4.1 Thin-film-based random transmittance filter design 

In this section, we first briefly discuss the generic design of thin-film filters to generate 
band-pass-like transmittances. We then motivate and show how to design random 
transmittances using the same thin-film structure by varying only the thicknesses of the 
layers. Let us consider a thin-film filter with m dielectric layers between the input 
medium (air) and the output medium (substrate). Let an and sn denote the refractive 

indices of the input and output medium, while Hn  and Ln  refer to the refractive indices of 

the high-refractive-index and low-refractive-index intermediate dielectric layers, 
respectively, and 

k
d  is the thickness of layer k. Assuming no dielectric losses, the 

transmittance of the thin-film filter as a function of wavelength ( )λ  and the angle of the 
incident light ( )θ  is given [25] by 

 ( ) ( )2 2

TE TM
1
2, 1T = − +λ θ ρ ρ  (8) 
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where 
TE

ρ  and 
TM

ρ  are power parameters that measure the powers that are contained in 

the TE and TM polarization modes of the input light. 
The power parameters in Eq. (8) are calculated using a recursive set of equations 

shown in Table 2. We note from Table 2 that the power parameters (and hence the 
transmittance) depend on the thickness and the refractive index of the different media, as 
well as on the wavelength and angle of the incident light. Optical engineers use these 
recursive equations to design the transmittance shapes, such as the band-pass profile, that 
are required in practice. For example, the typical band-pass transmittances designed using 
Eq. (8) for various angles of incidence are provided in [25, p. 3765, Fig. (1)]. Also, it is 
shown in [25, p. 3767, Fig. (3)] that the band-pass transmittances designed using the 
equations in Table 2 are accurate and are close to the actual transmittances obtained in 
practice. In Table 2, kθ  denotes the angle that the incident light makes with the normal as 

it travels from layer k to k + 1, 
k

η  is the effective complex-valued refractive index seen by 

the light as it enters layer k. In order to calculate 
TE

ρ  and 
TM

ρ , we first start with 
m m

Nη = , 

and we apply the equation for 
k

η  recursively until we arrive at 
2

η , which when 

substituted into the equation for ρ  in Table 2 yields either 
TE

ρ  or 
TM

ρ . 

In this paper, we adopt the design equations in Table 2 to generate the random 
transmittances. We are able to generate the random transmittances based on the following 
observation: We first observed that thin-film filters can provide band-pass-like 
transmittance because of the principle of interference of light beams. That is, the incident 
light, when traveling through the thin-film filter, suffers different phase shifts as a result 
of propagating through different layers. The phase shifts depend on the refractive indices, 
the thicknesses of the layers, and the wavelength of the incident light. After transmission 
through the layers, the different beams that reappear at the filter output combine (add) 
either constructively or destructively depending on their path lengths. The constructive 
addition leads to increased transmission, and destructive addition leads to decreased 
transmission of the incident light. Since these constructive and destructive additions are 
wavelength-dependent, optical engineers usually design the thicknesses of the layers such 
that constructive interference occurs only for certain wavelengths and thereby achieve 
band-pass-like transmittances. 

Table 2. Recursive Equations for Calculating Power Parameters 

1 2

1 2

N

N

−
=

+

η
ρ

η
 

{ / cos TE
, {2, ..., }

cos TM

k k

k

k k

n for
N k m

n for
= ∈

θ

θ
 

 

1

1

cos sin
, {2, ..., }

cos sin

k k k k
k k

k k k k

jN
N k m

N j

+

+

+
= ∈

+

η β β
η

β η β
 

 

1 1
1 {2, ..., }sin sin ,k

k k

k

k m
n

n
− −

− ∈=
 
 
 

θ θ  

( )2 cos /k k k kn d=β π θ λ  

To avoid boundary reflections (and hence to obtain efficient transmission), it is 
preferred to have a 180° phase shift between the reflected beams at the boundary between 
the layers. This phase difference directly corresponds to a / 2λ  phase shift of a sinusoidal 
wave, which can best be accomplished by setting the optical thickness of the layers to 

/ 4λ . Hence, in practice, stacks of quarter-wavelength layers are used as a basic building 
block [26] for many types of thin-film filters such as band-pass, long-wave-pass. For 
example, thin-film layers with thickness 

normal
/ 4nλ  are very common in practice, where 

normal
λ  is the center wavelength of the band-pass filter with normal incidence and n is the 
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refractive index of the layer. Thus, we note that the filter transmittances have a direct 
relationship with the thicknesses of the layers. Based on these observations, we inferred 
that it is possible to create variations in the filter transmittances by just changing the 
thicknesses of the layers. 

In this paper, in order to generate random transmittances, we propose to vary the 
thicknesses of the filters, in contrast with the conventional fixed quarter-wavelength 
thickness. Specifically, we vary the thicknesses of the layers as 

normal
/ Uλ , where U is a 

uniform random variable that has a mean and variance that are chosen such that the 
average thickness of a layer is on the order of mμ , similar to the thickness of the quarter-

wavelength layer. We note that once we generate the random thicknesses (
normal

/ Uλ ), they 

are inserted into the design, and hence the thicknesses are no longer random after they are 
generated. We use the same design equations shown in Table 2. The only parameter that 
changes in the design is 

k
β  (in Table 2), which depends on the thickness. The other 

recursive equations stay the same. We note that we can produce M independent random 
filters by generating M different sets of random thicknesses. 

4.2. Designed random transmittances and their ACF and CCF 

Figure 4(a) shows the random TFs of three filters (5, 20, and 34) generated by the thin-
film method for the specifications given in Section 6. It is apparent from Fig. 4(a) that it 
is possible to generate a random transmittance just by varying the thickness of the layers 
in the thin-film filters. Figure 4(b) shows the ACF of the transmittance of Filter-5. It is 
evident from Fig. 4(b) that the shape of the ACF of thin-film-based transmittances is 
Dirac-delta-like with near-zero correlations other than the zeroth lag, which is what we 
desire in the proposed spectrometers. Figure 4(c) shows the CCF between Filter-5 and 
Filter-20. We infer from Fig. 4(c) that the CCF values are near zero for all lags, as 
expected. We obtained similar ACFs and CCFs for the other filters as well. An additional 
advantage of using the random TFs is that no stringent filter design constraint, like 
keeping an exact quarter-wavelength thickness, has to be followed, and this opens the 
way for mass production. In Section 6, we demonstrate the improvement in resolution 
obtained by using the proposed random transmittances over the non-ideal transmittances 
in [5–8]. The implementation of the random transmittance filter array is currently 
underway in our laboratory. 
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Fig. 4. (a) Random transmittances produced by the thin-film method. (b) ACF of Filter-5. 
(c) CCF between Filter-5 and Filter-20. 

5. Resolution of filter-array-based spectrometers 

Traditionally, the resolution of a spectrometer characterizes its ability to distinguish the 
peaks of two closely spaced spectral components of the input signal spectrum. The 
spectrometers that identify the closely spaced spectral components reveal fine details 
about the input signal spectrum. Thus, the quality of the spectrometers is usually 
specified in terms of this resolution. This was perhaps good enough for the conventional 
spectrometers but not appropriate for those that use a DSP algorithm. In this section, 
therefore, we first introduce a metric useful for defining the resolution that can be 
achieved by using various TF matrices introduced in Section 3. We then provide a new 
definition of resolution suitable for DSP-based filter-array spectrometers. 

5.1. Performance metric useful for defining resolution 

As discussed in Section 3.2, the problem of resolving distinct spectral components is 
equivalent to the exact recovery of the sparse spectral components of Eq. (4) by DSP 
algorithms. There are infinitely many different sparse spectra s. Thus, to determine the 
resolution, it is required to test the recovery of as many sparse spectra s as possible for a 
given TF matrix. Usually, a Monte Carlo simulation is used to evaluate if, on average, a 
specified resolution can be achieved by a TF matrix. The drawback of Monte Carlo 
simulation is that it is time-consuming. Therefore, in this section, we introduce a metric 
called genie-aided mean square error (g.MSE). It is a closed-form mean square error 
expression obtained assuming that the estimator knows the support set, i.e., a set of 
constituent wavelengths of the input signal spectrum. Thus, g.MSE can be used to 
indicate the minimum MSE obtainable by the 1L -norm-based DSP estimator. We will 
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provide a comparison based on the more practical MSE as well and discuss in Section 6 
how well the g.MSE predicts the MSE that is achieved in practice. 

Consider again the data model DG= + = +Ay s w s w  given by Eq. (4). Given y and 

A, the aim of the 1L -norm-based DSP algorithms is to find an estimate 

s  of s. The DSP 

algorithm should find: 1) a set of constituent wavelengths (the support set) and 2) the 
non-zero intensity values corresponding to those constituent wavelengths. Let us suppose 
that the estimator exactly knows the support set. Then, by removing all the non-support 
set elements from the data model, the raw spectrum can be written as k k= +Ay s w , 

where ks  is a 1K ×  vector that contains the K non-zero intensity values of s, and kA  is 

the M K×  submatrix, the columns of which are the K corresponding columns of A. Note 
that this is an over-determined problem now, and finding 


s  essentially reduces to 

estimating the intensity vector ks  from y. 
An estimator that has complete knowledge of the support set is called an oracle 

estimator [27]. By making use of this prior information, the oracle estimator determines 

ks  from y using the conventional least-squares approach. The minimum MSE of the 

oracle estimator is termed a genie-aided MSE (g.MSE). This g.MSE provides a tight 
lower bound on the accuracy of an estimator that finds ks  from y. In this paper, we use 

the g.MSE to predict the maximum achievable resolution, because 

1. It is often used as a golden standard against which the performance of practical 
algorithms can be compared [27]. 

2. It can be pre-computed, with just the knowledge of A. 
We now define the g.MSE. Let k


s be the estimate of ks , the 1K × intensity vector. Let 

( )k k= − se s s  be the error vector. The co-variance of the error vector se  is then given by 

Cs =    T
s se e  = ( ) 12 T

k kA Aσ
−

 where kA  denotes an M K×  submatrix of A obtained by 

taking only those K columns that correspond to K wavelengths in the support set. We note 
that the expectation operation is taken over the probability distribution of the noise 

vector. The matrix Cs is of size K K× . Now, the average MSE, 
2

2
( )k k

 − 
 s s , is 

calculated as ( )2

2
( )k k str C   − = =  

  T
s ss s e e , where ( )str C  is the trace of the 

matrix sC . Since the input signal spectrum is k kG=x s and k kG= 
x s , the minimum MSE 

between x and 

x  with the known support set can be calculated. We define the error 

vector ( ) ( )k k kG= − = − 
xe x x s s . The co-variance of the error vector xe is then given by 

( ) 12 T T
x k k k kG A A Gσ

−
  = =C T
x xe e . Now, the average genie-aided MSE is calculated as 

 ( ) ( )( )122 2

2
g.MSE( , , ) ( ) .T T

x k k k kA K tr C tr G A A G
−

− = = =     
σ σ  T

x xx x e e  (9) 

For simplicity, we drop the arguments of g.MSE in the subsequent discussions. We note 
that the MSE that we would obtain by using any spectrum estimator is always bounded 
below by the g.MSE. 

We note from Section 2 that a sparse spectrum s contains only K non-zero wavelength 
components, and the remaining N-K wavelength components are zero. In addition, these 
K non-zero wavelength components can be present anywhere among the N possible 

wavelength components. That is, for a given N and K, there are ( )N
K  possible sets of 

locations (support sets) where each set contains K wavelengths. Therefore, we can obtain 

( )N
K  g.MSEs. Each g.MSE is for a signal spectrum with K wavelengths. We note that for 

a fixed K, increasing N increases the number of support sets exponentially. In the next 
section, we define the resolution of a DSP-based spectrometer based on the g.MSE. In 
this paper, we always express the g.MSE in decibels (dB) for convenience. 

#177709 - $15.00 USD Received 11 Oct 2012; revised 7 Dec 2012; accepted 13 Jan 2013; published 11 Feb 2013
(C) 2013 OSA 25 February 2013 / Vol. 21,  No. 4 / OPTICS EXPRESS  3983



5.2. Resolution: A DSP-based definition 

As discussed in Section 3.1, when no DSP is used, the resolution is determined by the 

number of filters, M, in the filter array. That is, 
M

W
M

λλΔ =  is the minimum distance 

between two spectral components that can be distinguished by the spectrometer. The 
larger the number of filters is, the better the resolution is. However, in miniature 
spectrometers, the number of filters is fixed, and hence the resolution is limited. Thus, 

MλΔ  is called the resolution limit of the filter-array-based spectrometers. In order to 

further improve the resolution (beyond the resolution limit), DSP estimators are used [5]. 
These estimators exploit the sparse nature of the signal spectrum (Section 2) and employ 
L1-norm-based estimators to improve the resolution. In this section, we introduce a new 
definition to measure the resolution that can be obtained by using the DSP estimators for 
the filter-array-based spectrometers. 

We recall from Section 2 that the spacing between the samples of the input signal 

spectrum x (or equivalently s) is W
N N

λλΔ =  while the spacing between the samples of the 

raw spectrum is 
M

W
M

λλΔ = . Since M < N, M Nλ λΔ > Δ , and therefore, the raw spectrum is 

in a low-resolution state ( MλΔ ), while the signal spectrum x is in a high-resolution 

( NλΔ ) state. The high-resolution state can be realized and determined when a quality 

estimate of x is obtained for all possible x. 
A way to define the resolution of a DSP-based spectrometer therefore is to find the 

minimal distance between the spectral components that can be accurately detected by the 
DSP estimator. Since the minimal distance is the distance between any two adjacent 

spectral components, viz. W
N N

λλΔ = , as N increases, the minimal distance decreases, and 

hence the resolution increases. We may come to the point of diminishing returns when 
going beyond a certain N. We call this Nmax. In addition, we define the minimum distance 

to be 
maxmin

W
N

λλΔ = . Thus, to find this “digital resolution,” it is sufficient to find Nmax. 

We obtain Nmax using the g.MSE measure introduced in Section 4.1 as follows: We 
first fix the parameters N, M, K, G, 2σ , and a TF matrix, which are required to calculate 
the g.MSE. We then check if the condition g.MSE ≤  δ  is met for a given percentage of 

the total ( )N
K  possible support sets, where δ  is an MSE specified by the user. If the 

condition is met, it indicates that the DSP estimator is able to detect all the spectral 
components. We then increase the value of N further and check the condition again. We 
keep repeating this process (that is, increasing the value of N and checking the condition) 
until the condition is no longer met. We finally declare the largest value of N that met the 
condition as Nmax. The minimum spacing and hence the maximum achievable resolution 

of the DSP-based spectrometer is then
maxmin

W
N

λλΔ = . In this paper, we increase the value of 

N starting from M that corresponds to the resolution limit W
M M

λλΔ =  of filter-array-based 

spectrometers. We note that it is not possible to increase N indefinitely with the hope of 
obtaining a minimum spacing. There is a limit for increasing N . This limit depends only 

on the TF matrix for the fixed parameters M, K, G, and 2σ . Since the g.MSE captures all 
these parameters, it is enough to define the resolution based on the g.MSE measure. 

For a signal spectrum with K spectral components, we define the maximum resolution 
( minλΔ ) of the spectrometer as follows: 

 

{ }max

min
max

: max { , 1, } : Pr{g.MSE }

:

N N M M

W

N
λ

δ ρ

λ

= ∈ + ≤ ≥

Δ =


 (10) 

where the user-defined MSE δ  is specific to an application. It specifies the minimum 
MSE that should be guaranteed by the DSP algorithm. The notation Pr{g.MSE }δ≤  
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denotes the probability of the event g.MSE δ≤ . The sample space for the event is the set 

of all possible support sets. Each support set is mapped into a g.MSE value. The variable 
ρ , 0 1ρ≤ ≤ , denotes the probability of the event g.MSE ≤ δ . That is, the variable ρ  

represents the fraction of the total support sets that satisfy the event. We express ρ  in 

terms of percentage as 100 %ρ× . If 1ρ = , then 100%; that is, all the ( )N
K  support sets 

should satisfy the event. If 0.95ρ = , then 95% of the total number of support sets should 

satisfy the event. We say that the K spectral components are resolvable if we can find an 
N such that the probability of the event g.MSE δ≤  is greater than or equal to a 

specified ρ . We note that minλΔ  in Eq. (10) is the resolution of the DSP-based 

spectrometer whereas W
M M

λλΔ =  is the limit on the resolution of filter-array 

spectrometers. 
The definition of the resolution given by Eq. (10) is general in nature in that it can 

include prior information. For example, if we know beforehand that the signal spectral 
components occupy only a certain range of the spectrum, then this definition 
automatically incorporates this prior information. Since prior information reduces the 
number of support sets and therefore the change is only in the event g.MSE δ≤ , the 

definition of the resolution remains unaffected. Since we use g.MSE, the minimum 
possible MSE, the corresponding resolution obtained is the maximum possible by 
employing any kind of DSP-based estimator. In the next section, we evaluate the 
resolution that can be achieved by the correlated TF matrix in [5] and the proposed 
random TF matrix. 

6. Results and discussion 

In this section, we aim to investigate how much gain in terms of resolution improvement 
can be obtained by using random TFs in comparison with the correlated, non-ideal TFs in 
[5]. We first investigate the maximum possible resolution by using the definition in Eq. 
(10). We then use the L1-based DSP algorithm reported in [5] and see how much of this 
resolution can be realized in practice. We set the number of filters in the array to M = 40. 
The non-ideal TFs, for the 40 filters, have been obtained from [7], which are also used in 
[5]. The random TFs are generated using thin-film filters with m = 4 layers. We used the 
following refractive indices: 1an = , 3sn = , 4Hn = , and 1.2Ln =  (Section 4.1). The angle 

of incidence of the light at the input medium is 45°. The center wavelength 
normal

850 nmλ = . 

The thicknesses of the four layers are chosen as explained in Section 4.1, with a different 
thickness for each filter. After we generate the random TFs, we sample them, and arrange 
them in rows to form a random TF matrix. 

We choose a Gaussian kernel with an FWHM of 1 nm to generate the kernel matrix 
G. The operating wavelength range of the spectrometer is from 300 nm to 700 nm, 
corresponding to a Wλ  of 400 nm. We vary N in order to find the maximum possible 

resolution minλΔ  as per Eq. (10). The value of N  begins with M  (which corresponds to 

the resolution limit) and is set to increase in steps of 40, i.e., N = 40, 80, 120, etc. 
For 40N = , the minimum spacing between two adjacent spectral components is 

400 nm
40NλΔ =  = 10 nm (from Section 3), which is the resolution limit (maximum possible 

resolution without using a DSP estimator). We define the signal-to-noise ratio (SNR) for 

the data model in Eq. (4) as
2

2SNR
DG

Mσ
= s . We keep the SNR at 30 dB. 

We consider a sparse signal spectrum with K = 5 spectral (wavelength) components. 
The locations of these spectral components within the spectrum are random. Thus, the 

total number of possible locations (support sets) is ( )5
N  for a given N. We choose 50,000 

support sets at random from this total population. For each of these support sets, we 
calculate the g.MSE as per Eq. (9). We set 0.95ρ = . As we vary N, we note the value of 

the g.MSE below which the g.MSEs of 95% of the support sets lie. Figure 5 shows the 
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plot of the 95th-percentile MSE versus N obtained for the TF matrix in [5] and for the 
random TF matrix. 

We now set 5 dBδ = − and find Nmax. That is, we aim to find the maximum N such 

that the 95th-percentile MSE is less than 5 dB− . We observe from Fig. 5 that for the TF 

matrix in [5], the 95-percentile MSE is less than 5 dB−  when Nmax = 62. Thus, the 

maximum resolution of the DSP-based spectrometer obtained by using the TF matrix in 

[5] is 
max

400 nm
min 62 6.5 nmW

N
λλΔ = = = . Therefore, the improvement in resolution over the 

resolution limit is 1.54 (10 nm /6.5 nm). In the case of random TFs, Nmax = 405 and the 

maximum resolution obtained is 400 nm
min 405 0.99 nmλΔ = = . The improvement in resolution 

in this case is 10.1 (10 nm/0.99 nm). We observe that the random TFs provide a 
resolution improvement of approximately a factor of 7 over that of the TFs in [5]. 
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Fig. 5. g.MSE against resolution (N) for K = 5 and 50,000 support sets with 0.95=ρ . 

Table 3 summarizes the resolution obtained by using various design approaches and 
algorithms for the same filter and signal settings as before. From Table 3, we note that the 
proposed random TFs achieve 7-fold resolution improvement compared to the TFs in [5] 
and 10-fold resolution improvement when compared to the ideal TFs. 

We have also considered the non-Gaussian kernels such as Lorentzians and secant 
hyperbolic (mentioned in Section 2) for the same FWHM. Here, we report that we have 
obtained a similar resolution improvement to those obtained by using the Gaussian 
kernel. In addition, we note that comparing the resolution obtained by using ideal TFs 
with that of the random TFs is equivalent to comparing the resolution of ideal grating-
based spectrometers with the random filter-array-based spectrometer. This is because, as 
discussed in Section 3.1, the resolution limit of both of the spectrometers is the same. 
Thus, we are in one sense indirectly comparing our proposed approach with the best 
possible conventional grating-based spectrometers. 

Table 3. Summary of Filter Design Approaches and Corresponding Resolution 

 Methods Design 
approach 

Resolution Recovery method 

1 Conventional 
Ideal brick-

wall 
10 nm No DSP 

2
Correlated TFs in 

[5] 

Holistic 
design by 
accident 

10 nm Least-squares and 
adaptive 

regularization [7, 8] 

3
Correlated TFs in 

[5] 

Holistic 
design by 
accident 

6.5 nm (a 1.5-fold improvement 
compared to the ideal brick wall 

filters) 

1L  DSP estimator 

[5] 

4
Proposed Random 

TFs 

Random 
design by 
purpose 

0.99 nm (an improvement of 7-fold 
compared to the TFs in [5] and 10-fold 

compared to the ideal brick wall 
filters) 

1L  DSP estimator 

[5] 
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We now investigate the practical spectral estimate obtained by using the DSP 
estimator reported in [5] when both the non-ideal and the random TFs are used in the 
filter-array spectrometer. For this purpose, we consider a signal spectrum generated by a 
mercury arc lamp, commonly used in fluorescence microscopy applications. The original 
signal spectrum of the mercury arc lamp has five (K = 5) prominent spectral components 
located at 365 nm, 405 nm, 436 nm, 546 nm, and 579 nm [22]. We consider N = 360 and 
M = 40. Figure 6 shows the original signal spectrum of the mercury arc lamp and an 
estimate of the signal spectrum obtained by using the correlated TF matrix in [5]. Figure 
7 shows the estimated signal spectrum obtained by using the proposed random TF matrix. 

From Figs. 6 and 7, we observe the following: First, it is evident that the estimate 
obtained by using the random TFs is closer to the original signal spectrum than that of the 
estimate using the non-ideal, correlated TFs. Second, the five spectral components of the 
original signal spectrum are determined correctly by the random TFs. However, the non-
ideal TFs miss all five of the spectral components. Both the non-ideal and random TFs 
detect additional spectral components that are not present in the original signal spectrum. 
These additional spectral components appear as small bumps in Figs. 6 and 7. 

In order to investigate how much resolution can be obtained using the DSP algorithm, 
we computed the MSE of the spectral estimates shown in Figs. 6 and 7 and compared 
them with the theoretical MSE shown in Fig. 5. The MSE of the spectral estimate by the 
random TFs (in Fig. 7) is about –5.5 dB which is just 1.3 dB away from the theoretical 
95th-percentile MSE of –6.8 dB (in Fig. 5) at N = 360. For the non-ideal filters, the 
calculated MSE of the spectral estimate is 14 dB, which is 1.1 dB away from the MSE 
(12.9 dB) shown in Fig. 5. Thus, we observe that the resolution improvement deduced 
from Fig. 5 is actually achievable by using the practical DSP algorithms. The difference 
in MSE between the theoretical and the practical estimates is because of the detection of 
additional spectral components by the DSP algorithm. The difference in the practical 
MSE between the non-ideal TF in [5] and the random TFs using the DSP algorithm is 
about 18 dB. 
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Fig. 6. Reconstruction of a mercury arc signal spectrum by a non-ideal TF matrix in [5]. 
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Fig. 7. Reconstruction of a mercury arc signal spectrum by the proposed random TF 
matrix. 

 

Fig. 8. (a) Original sparse spectrum of the mercury lamp. (b) Estimated sparse spectrum 
by using TFs in [5]. (c) Estimated sparse spectrum by thin-film-based random TFs. 

#177709 - $15.00 USD Received 11 Oct 2012; revised 7 Dec 2012; accepted 13 Jan 2013; published 11 Feb 2013
(C) 2013 OSA 25 February 2013 / Vol. 21,  No. 4 / OPTICS EXPRESS  3988



In order to show that a resolution of 0.99 nm (see Table 3) is achievable by using 
random TFs, we consider an original mercury lamp spectrum [28] with prominent and 
weak spectral lines as follows: 404.656 nm, 407.781 nm, 435.835 nm, 491.604 nm, 
546.074 nm, and a pair at 576.959 nm and 579.065 nm. Thus, the sparse spectrum of the 
mercury lamp contains seven spectral lines or components as shown in Fig. 8(a). We note 
that the least separation among these spectral lines is 2.106 nm, which is between the pair 
576.959 nm and 579.065 nm. We aim to resolve these components in the sparse domain. 
We consider the case of N = 400. Figures 8(b) and 8(c) show the estimate of the sparse 
spectrum using the TFs in [5] and using the proposed thin-film-based random TFs, 
respectively. It is apparent from Fig. 8(c) that random TFs correctly estimate the seven 
dominant wavelength components in the sparse spectrum. In addition, random TFs 
clearly resolve the pair of two closely spaced spectral components at 576.959 nm and 
579.065 nm. This evidence supports the fact shown in Table 3 that random TFs are 
capable of resolving any two spectral components that are more than 0.99 nm apart. In 
contrast, the estimate obtained by using the TFs in [5] misses all seven of the dominant 
spectral components as shown in Fig. 8(b). In addition, the estimate contains spectral 
components that were not originally present in the signal spectrum. Based on these results 
and observations, we conclude that the filters with random TFs outperform the non-ideal 
TFs in terms of resolution and reconstruction performance. 

7. Summary and conclusions 

In this paper, we have proposed random-transmittance-based filters to improve the 
resolution of a spectrometer. We have shown that the optical filters with random TFs are 
designed to acquire holistic information about the signal spectrum, rather than the 
localized information that was the target of traditional designs. The holistic information 
captured by each filter when put together at the spectral estimator provides multiple 
independent views and helps the DSP algorithm to differentiate the details in the spectral 
components. We have shown via examples that spectrometers with random TFs provide 
7-fold resolution improvement when compared to the use of filters that aim at 
implementing the ideal TFs. Rather than trying to design filters with the ideal brick wall 
TF, which has been the design paradigm in the past, our study shows that designing filters 
with random TFs should be the design paradigm for modern DSP-based spectrometers. 
This shift in the design paradigm not only brings forth an order-of-magnitude 
improvement in terms of resolution and MSE but also may relax the difficulty of the filter 
engineering process, resulting in less stringent design requirements. 
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