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Abstraci—With the advancement in artificial intelligence
(Al) based E-healthcare applications, the role of automated
diagnosis of various diseases has increased at a rapid rate.
However, most of the existing diagnosis models provide
results in a binary fashion such as whether the patient
is infected with a specific disease or not. But there are
many cases where it is required to provide suitable explana-
tory information such as the patient being infected from
a particular disease along with the infection rate. There-
fore, in this paper, to provide explanatory information to
the doctors and patients, an efficient deep ensemble med-
ical image captioning network (DCNet) is proposed. DC-
Net ensembles three well-known pre-trained models such
as VGG16, ResNet152V2, and DenseNet201. Ensembling of
these models achieves better results by preventing an over-
fitting problem. However, DCNet is sensitive to its control
parameters. Thus, to tune the control parameters, an evolv-
ing DCNet (EDC-Net) was proposed. Evolution process is
achieved using the self-adaptive parameter control-based
differential evolution (SAPCDE). Experimental results show
that EDC-Net can efficiently extract the potential features
of biomedical images. Comparative analysis shows that
on the Open-i dataset, EDC-Net outperforms the existing
models in terms of BLUE-1, BLUE-2, BLUE-3, BLUE-4, and
kappa statistics (KS) by 1.258%, 1.185%, 1.289%, 1.098%,
and 1.548%, respectively.

Index Terms—Medical, diagnosis, pre-trained models,
explanatory information.

[. INTRODUCTION

ITH the advancement in artificial intelligence (AI)
based E-healthcare applications, the role of automated
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diagnosis of various diseases has increased at a rapid rate. Deep
learning models have recently been used by many researchers
to classify patients suffering from a particular disease. But
these models generally provide results in a binary fashion such
as whether the patient is infected from a specific disease or
not. However, there are many cases where it is required to
provide suitable information to the patients such as the patient
being infected with some disease with this much infection rate.
Therefore, these days many researchers have started utilizing
image captioning techniques to provide explanatory information
to doctors and patients.

Recently, semantic concepts were used to detect the captions
from the image. Image-caption pairs were used to train the con-
cept detector. However, it suffers from vocabulary discrepancy
and deficiency of required information [1]. To increase the accu-
racy of pathological information in diagnostic reports, Seman-
tic fusion networks (SFNet) were utilized [2]. Attention-based
models were also used in image captioning. The attention masks
were queried using hidden states of LSTM from image features.
It provided better image information for training deep sequential
networks. However, these models did not ensure that layers
significantly focused on regions of interest due to indirectly
supervised learning [3]. These problems were overcome by uti-
lizing differentiable neural networks to obtain the captions from
the images [4]. To describe the disease information in ultrasound
images, LSTM was used to decode the encoding vectors [5].

Most image captioning techniques are based on visual infor-
mation and rarely rely on semantic content. Therefore, it is also
needed to express the emotions of text descriptions for better
captioning. Yang et al. [6] made sentences using both emotional
and visual information by combining latent codes. The quality of
Al-generated diagnostic reports is equally important as the de-
velopment of models. However, [6] performs poorly for images
with poor visibility.

Babar et al. [7] proposed a new measure to evaluate the quality
of generated diagnostic reports. Convolutional neural network
(CNN) -based image captioning models can retain only a few
features of the original image. The image captioning DCNet
based on a recurrent neural network (RNN) suffers from a gra-
dient vanishing problem. The multimodal fusion method solved
these issues by using CNN and RNN into the same DCNet for
image captioning [8]. A semi-supervised deep generative DCNet
generated the description more naturally from images [9]. An
adaptive multimodal attention network was also designed to
produce better quality captioned images [10].
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Kavur et al. [11] utilized various ensemble models such
as majority voting, average com-biner, product combiner, and
min/max combiner. To prevent overfitting problems with deep
learning models, U-Net, deepmedic, V-Net, and dense V-
networks were ensembled to enhance the liver segmentation
from CT images.

However, it is found that the hyper-parameters selection of
the existing models was achieved using the trial-and-error basis.
Additionally, the designed model suffers from the over-fitting
and gradient vanishing problem. To overcome these problems,
an efficient EDC-Net model is designed.

The main contributions of this paper are as follows:

1) To provide explanatory information to the doctors and
patients, an efficient deep ensemble medical image cap-
tioning network (DCNet) is proposed.

2) The proposed DCNet ensembles three well-known pre-
trained models such as VGG16, ResNetl152V2, and
DenseNet201.

3) To tune the control parameters, evolving DCNet (EDC-
Net) was proposed. The evolution process is achieved us-
ing the self-adaptive parameter control-based differential
evolution (SAPCDE)

4) By considering benchmark datasets, extensive experi-
ments are conducted.

The remainder of the paper is organized as follows: Section II
describes related work. Section III provides a mathematical
formulation of EDC-Net. Section IV presents the comparative
analysis. Section V concludes the paper.

[I. RELATED WORK

Yu et al. [12] used order embedding to caption the topic-
oriented image. A convolutional neural network (CNN)-based
classifier is used to select the topics for images from candidates.
Wang et al. [13] captioned the images using a recurrent memory
network (RMN). In training, topic words were recorded from
a topic repository. After that, the image was tested using the
retrieval method for the generation of a topic word. Finally, the
sentence was generated through a recurrent memory network
by incorporating the retrieved topic words. Zhang et al. [1]
proposed an image captioning DCNet using missing concepts
mining and online positive recall. The suitable captions were au-
tomatically generated using the element-wise selection method.
Zhang et al. [3] captioned the images using the visual aligning
attention DCNet (VAA). The visual aligning loss was designed to
optimize the attention layer in the training stage. The non-visual
words were filtered out using visual vocab to minimize their
effect on the attention layer. Zhou et al. [14] enhanced single-
phase image captioning using a saliency-enhanced re-captioning
model. In this, two-phase learning was applied to get better
results. In the first phase, semantic and visual saliency cues were
extracted from the model. In the second phase, cues were fused
for the self-boosting of the model. Zhao et al. [15] captioned
the images using DCNet adaption and cross-modal retrieval in
cross-domain. Firstly, the source domain was used to pre-train
the cross-modal and then utilized in the target domain to extract

the initial image-sentence pairs. These pairs were further reefed
using a retrieval model. Yang et al. [16] proposed cross-domain
image captioning using Multitask learning (ML). Textual expla-
nations of the images were generated using CNN-LSTM. Images
were synthesized using a Conditional generative adversarial
network (C-GAN) based on generated text descriptions. Hoxha
et al. [17] captioned the images using CNN and Recurrent neu-
ral network (RNN). Firstly, visual features were extracted and
translated into a textual explanation. Secondly, embedding tech-
niques were used to convert the textual explanation into feature
vectors. Finally, similar images were retrieved by calculating
the similarity between vectors of textual explanation and archive
images. Huang et al. [ 18] utilized a Multimodal attribute detector
(MAD) and Subsequent attribute predictor (SAP) to improve the
performance of image captioning. MAD used image features as
well as word embedding to improve attribute detection accuracy.
A concise attribute was predicted with SAP every time to reduce
the diversity of image attributes. Yang et al. [19] proposed
a Dual generator generative adversarial network (DGGAN)
based image captioning model. This technique ensembled the
generation-based and retrieval-based image captioning models.
Yuan et al. [20] captioned the images using multi-label at-
tribute graph convolution and multi-level attention. The attention
module focused on both specific spatial and scale features.
For image captioning, attribute features were learned using the
attribute graph convolution module. Huang et al. [21] utilized the
Denoising-based multi-scale feature fusion (DMSFF) technique
to caption the images. Monay et al. [22] captioned the images
using the probabilistic latent semantic analysis (PLSA) model.
The textual and visual modalities are assumed equally by an
expectation-maximization algorithm. Yu et al. [23] proposed
an image captioning DCNet using Multimodal Transformer
(MT) model. Multi-view visual features were also introduced
to improve the performance. Xian et al. [24] used multimodal
LSTM to caption the images. Amirian et al. [25] proposed a deep
learning-based image captioning model. Li et al. [26] designed
an efficient image captioning model that can be used to extract
potential information from digital images. It has shown effective
performance over competitive models. But this model suffers
from the over-fitting issue.

Park et al. [27] designed a multi-difference average pool-
ing LSTM (mDiAP-LSTM)-based medical image captioning
model. The most appropriate method for capturing the differ-
ences was determined through a study of feature representa-
tion methods. Hou et al. proposed an efficient Full-adversarial
reinforcement learning (Full-ARL) model for medical image
captioning. Li et al. [28] designed an efficient knowledge-driven
encode, retrieve, paraphrase (KERP) model to obtain better med-
ical image captions. It decomposes captions into explicit disease-
related abnormality graphs, which were then analyzed using nat-
ural language modeling. Hou et al. [29]. An overall score based
on accuracy and fluency was provided by two additional discrim-
inators as the evaluator. A report generator was implemented,
which produces discrete sequences of words based on decision
probabilities, as opposed to generative adversarial networks
(GANS) used in image generation. Furthermore, it prevented
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Fig. 1. Proposed ensemble deep transfer network with gated recurrent unit.

the gradients from being transmitted between discriminators and
generators.

Wang et al. [30] designed an efficient relational-topic re-
trieval and generation framework (R-paraNet). Reports incor-
porated semantically consistent medical terms and encourage
the generation of sentences for rare abnormal descriptions. Li
et al. [31] designed a hybrid retrieval-generation reinforced
agent (HRGR-Agent) that integrated retrieval-based strategies
with sophisticated learning techniques to provide robust im-
age captions. Hierarchical decision-making was employed by
HRGR-Agent. To obtain a caption, a low-level generation mod-
ule invoked either a high-level retrieval policy or a high-level
retrieval policy module. Reinforcement learning guided the
HRGR-Agent’s updates via rewards at the word and sentence
levels. Jing et al. [32] designed a multitask learning model
that predicted tags and paragraphs simultaneously. It utilized
co-attention to locate abnormal regions and generate narrations
for them. The hierarchical LSTM (HLSTM) was proposed for
generating long paragraphs.

It is observed that the existing models suffer from hyper-
parameters tuning problems. Moreover, the designed model
exhibits over-fitting and gradient vanishing problems.

Ill. PROPOSED MODEL
This section discusses the proposed medical image captioning
model.

A. Ensemble Deep Transfer Model

An ensemble deep transfer network (DCNet) is proposed.
VGG16[33],ResNet152V2 [34], and DenseNet201 [35] models

have been used to develop the proposed model. Fig. 1 shows the
EDC-Net with a gated recurrent unit. Ensembling of models
provides better results by preventing over-fitting [36], [37]. It
also enhances the extraction of features and performance of
supervised models [38], [39]. Fig. 1 demonstrates the proposed
ensemble deep transfer model. 128 neurons have been utilized
for input dense layer [40]. VGG16 [33], ResNet152V2 [34], and
DenseNet201 [35] models are used to obtain potential features.
These models have been trained using 20 epochs with a batch
size of 8. Fully connected layers [41] having size 128 neurons
along with dropouts of 0.2 and 0.25, respectively have been
utilized to prevent memorization problems with the competitive
models. [, = 0.001 has been utilized as learning rate.

B. Gated Recurrent Unit

Cho et al. [42] designed gated recurrent unit (GRU). GRU
allows every recurrent unit to dynamically obtain dependencies
of different time scales. Similar to LSTM, GRU has gating units
that modulate the knowledge flow within the unit, but, without
utilizing any additional memory cells.

Activation (aﬁ) of GRU at time ¢ is a linear interpolation
among candidate activation (&%) and succeeding activation
(¥ }). ak can be computed as:

af = (1= pBMaf | + Bhak, (1)

Here, update gate (3%) monitors and controls the activation. An
update gate can be evaluated as:

BE = 0 (Woyn + Usay 1)F. )
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Here, W,~y,, represents the weighted matrix. GRU is unable
to limit the degree to which its state is exposed. However, it can
expose the whole state during every iteration.

A candidate activation (d,’i) can be computed [43] as:

dl; = tanh (Wr’)/n + U (rn © at—l))k (3)

Here, © shows an element-wise multiplication. r,, contains a
group of reset gates.

When r* approaches 0, the reset gate can efficiently develop
aunitact as if it is utilizing the first symbol of the input sequence
by forgetting the earlier evaluated state.

Reset gate (%) can be evaluated according to the update gate
as:

= (Woyn + Uras1)" . (4)

C. Adaptive Differential Evolution

The proposed DCNet suffers from the hyper-parameters tun-
ing issue. Therefore, in this paper, a differential evolution variant
is used to evolve the proposed model. Bilingual Evaluation Un-
derstudy (BLUE) [44] is used as an objective function. Differen-
tial evolution (DE) is used in various fields due to its advantages
such as strong robustness, good performance, and simple struc-
ture to solve optimization problems. The performance of DE
mainly depends on the selection of control parameters (crossover
rate C'R, scale factor F, and population size NZ) and trial
vector generation strategy (crossover and mutation). According
to the problem nature, these parameters should be selected for
better optimization results. The setting of these parameters is a
challenging task for any problem. The solution to this problem
is given by Cui et al. [45] by proposing self-adaptive parameter
control-based DE (SAPCDE). It is based on the idea that good
parameters should be propagated from generation to generation
and the bad parameters should learn from the good parameters.
In SAPCDE, two populations are utilized i.e., the solution
population and the parameter population. Every solution has its
control parameters. Parameter population is also evolved with
each generation. SAPCDE is a combination of basic DE and
parameter self-adaptation control methods.

Lets suppose that initial parameter population for DCNet
is represented as C° = {C},C9,...,C},,} with CY = {F},,
CR?Q}, where NZ denotes the population size. The initial
solution population is represented as S° = {S?,59,...,5%,}
with SP = {s?,575,...,5) p}, where D represents the num-
ber of variables. G,, represents the number of generations. The
parameter population evolved in the same way as the solution
population in DE. Initially, parameter population is generated
uniformly and randomly between [0, 0] and [1, 1]. Thereafter, for
each individual C’iG ™, mutation parameter (VC’Z-G ™) is generated
using mutation operator such as

VCin =S + CF - (Cr — C5) (5)
VCSr =CG + OF - (SCE — CSr) (6)

Here, C}1, C\o, and C,.3 are selected from parameter population
randomly. S C’,f" denotes a good parameter that is selected

randomly. Next, the trailing parameter (TCZ-G ™) is generated
using crossover operator such as

Gr
TCS = {gga !

2V

if (rand; ; < CCR or j == jrand)
Otherwise

(N
where j = {1,2}andi = {1,2,..., NZ}.rand; ; € [0,1] rep-
resents the uniform random number. NCR € [0, 1] denotes the
new CR. Lastly, the selection operator is applied to select the
good parameter for the next generation. In SAPCDE, good
parameter individual C’iG " is one which helps the SiG " to produce
better offspring 7S . Otherwise, C™ is considered as a bad
control parameter. The selection operator for a good parameter
is defined as

if C’iG ™ is a good parameter

(Gt _ CiG", if rand(0,1) < A4
i = Gt . ®
TC ™™, Otherwise
else
G TCE i rand(0,1) < 2y
Ci = G . (9)
c;, Otherwise

where A; and Lo control the values of parameters to explore the
new values and keep the previous values. The basic working
of SAPCDE is illustrated in Algorithm 1. Initially, solution
and parameter populations are generated in line 1 and line 2,
respectively. In line 3, number of generation (G,,) is initialized
to 1. F¢,q; represents the number of function evaluations. Line 5
represents the termination condition of the algorithm when F,,4;
reaches Fy,x. GP stores the good parameter individuals (line
6). It is initialized with 0. The solution population is evolved
through lines 7 to 16. In line 7, the mutation operator is applied
to generate a mutant vector (S ViG") using parameter individual
C’iG ™ such as

SV = Sq + F - (S5 = Sgy) (10)
where S;1, Sy2, and S,3 are randomly selected from solution
population. Ffl” € CiG " represents the scale factor. In line 8,

crossover operator is applied to obtain a trial vector (TSiG ™)
using C; G, such as

S‘}'Gn
(e i,j
TSy = { S_Gn]

ij

if (rcmdi’j S CRZ"Q or j == jrand)
Otherwise

1D
where CR; 5 € CZ-G” and i = {1,2,..., NZ}. A selection op-
erator is applied to select the best solution (lines 10-15). If
fitness of TSiG " is better than SiG ", the corresponding CiG "
is considered as a good parameter individual and flagged as 1
(i.e., val = 1) (line 11). It is also added in the G P in line 12. If
CiG ™ is a bad parameter, then it is flagged as O (line 14). Next, the
parameter population is evolved using mutation, crossover, and
selection operators (lines 17-37). If GP = 0 at any G,,, then
bad parameters are initialized randomly (line 31) to explore the
new values.
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Algorithm 1: Self-Adaptive Parameter Control-Based Dif-
ferential Evolution for Evolving Ensemble Model.

1 Generate initial solution (S°) and parameter population
(o)

2 Set G, =1and Fo,q; =0

3 while F,,, < Fj,4x do

4 Set GP =0
5 fori=01t NZ do
6 Mutant vector SVl.G” is obtained using Eq. 10
and Cl.G"
7 Trial vector TSl.G" is obtained using Eq. 11 and
con
8 if £(TSC") > f(S9") then
9 SG"*1 TSG" val(i) =1
10 Put CP" into GP
11 else
12 ‘ S[.G"+1 = S?”,val(i) =0
13 end
14 end
15 fori=11t NZ do
16 if val(i) == 1 then
17 if rand(0,1) < A, then
18 ‘ CI.G"+l = Cl.G"
19 else
20 Generate TCiG" using Eq. (5) and Eq.
(7
21 CI.G"+l = TCI.G"
22 end
23 else
24 if rand(0,1) < A, then
25 if GP # 0 then
26 Generate TCI.G" using Eqgs. (6) and
(7)
27 CiG"+1 = TCl.G"
28 else
29 ‘ initialize Cl.G”+l randomly
30 end
31 else
3 ‘ CiGnn — CiGn
33 end
34 end
35 end
36 G, =Gy
37 end

IV. PERFORMANCE ANALYSIS

In this paper, a dataset is obtained from Open-i [46]. It
contains chest X-ray images and radiology text reports. Each
image is paired with respective captions. 7,471 chest X-ray
images are available with frontal and lateral views of given
patients. Additionally, VGG16 [33], ResNet152V2 [34], and
DenseNet201 [35] models are also ensembled using major-
ity voting (MV), min, and max combiner. These models are
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Fig. 2. Training and validation loss analysis of VGG16.
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Fig. 3. Training and validation loss analysis of ResNet152V2.

renamed as MVE_I1, Min_4, and Max_5, respectively. Also,
inspired from [47], during the evolution phase, validation data is
used to evaluate the performance of EDC-Net. The final trained
EDC-Net is then tested on the training dataset.

A. Training and Validation Loss Analysis

This section discusses the training and validation analysis
using the loss curves. Fig. 2 shows the training and validation
loss analysis of VGG16 with respect to a number of epochs. It is
found that the VGG16 achieves the best training and validation
loss values as 0.7387 and 1.3481, respectively. It shows that there
is an impact of over-fitting too.

Fig. 3 demonstrates the training and validation loss analysis
of ResNet152V2. It is found that RESNET152 V achieves the
best training and validation loss values of 0.6297 and 1.1726,
respectively. It shows that there is an impact of over-fitting. But
it shows better performance than VGG-16. Fig. 4 shows the
training and validation loss analysis of DenseNet201. It is found
that the best training and validation loss values are 0.3207 and
0.5218, respectively), thus DenseNet201 is least affected by the
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over-fitting problem. But still, there is room for improvement
in the convergence curve. Fig. 5 demonstrates the training and
validation loss analysis of EDC-Net. It is found that EDC-Net
approaches toward minimum possible training loss. Also, there
is a lesser difference between best training and validation loss
values, (i.e., 0.2189 and 0.4368, respectively), thus EDC-Net is
least affected by the over-fitting problem.

B. Visual Analysis

Fig. 6 shows the correctly obtained captions. It is found that
the predicted captions are identical to the actual captions. So,
for such captions, we received a maximum BLUE score. Since
we have considered it as a classification problem, therefore, it
represents the truly predicted class too. It clearly shows that
EDC-Net can effectively provide captions for medical images.

Fig. 7 demonstrates the incorrectly obtained captions. It is
found that the predicted captions are far away from the ac-
tual captions. So, for such captions, we received a minimum
BLUE score. Since we have considered it as a classification
problem, therefore, it represents the falsely predicted class

Actual: 'no acute cardiopulmonary abnormality .'
Predicted: 'no acute cardiopulmonary abnormality .|

(@

Actual: 'streaky left basilar airspace opacities which could reflect atelectasis and or infection .'

Predicted: 'streaky left basilar airspace opacities which could reflect atelectasis and or infection .'

(®)

Fig. 6. Correctly classified captions.

TABLE |
BLUE SCORE AND KAPPA STATISTICS (KS) ANALYSIS OF THE EDC-NET

Model BLUE-1 BLUE-2 BLUE-3 BLUE-4 KS

RMN 0.563 0.342 0.229 0.125 0.919
VGG16 0.568 0.364 0.249 0.126 0.923
CNN-RNN 0.511 0.351 0.253 0.123 0912
DMSFF 0.539 0.353 0.244 0.126 0.924
DGGAN 0.563 0.365 0.238 0.127 0.932
ResNet152V2  0.571 0.309 0.256 0.119 0.896
DenseNet201  0.574 0.327 0.227 0.128 0.938
MVE_1 0.573 0.363 0.252 0.127 0.934
Min_1 0.571 0.361 0.250 0.124 0.915
Max_1 0.569 0.359 0.249 0.121 0.908
EDC-Net 0.577 0.367 0.258 0.129 0.952

too. It clearly shows that in certain cases when the visibility
of the images is poor then EDC-Net fails to provide correct
captions.

C. Quantitative Analysis

This section discusses the performance analyses using the
confusion matrix. Fig. 8 shows the confusion matrix obtained
from the VGG16 on the medical image captioning dataset. It is
found that the VGG16 achieves 93.5% accuracy. Fig. 9 shows the
confusion matrix obtained from the ResNet152V2 on the medi-
cal image captioning dataset. It is found that the ResNet152V?2
achieves 94.8% accuracy. Fig. 10 shows the confusion matrix
obtained from the DenseNet201 on the medical image caption-
ing dataset. It is found that the DenseNet201 achieves 95.4%
accuracy. Fig. 11 shows the confusion matrix obtained from
EDC-Net on the medical image captioning dataset. It is found
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Y

Actual: 'suspected left hilar mass with obstructive atelectasis . thorax for further characterization.'

Predicted: 'streaky left basilar airspace opacities which could reflect atelectasis and or infection .'

(a)

Actual: 'negative for acute abnormality . discrete projectile not seen .'

Predicted: 'streaky left basilar airspace opacities which could reflect atelectasis and or infection .

(b
Fig. 7. Incorrectly classified captions.
Confusion Matrix
Class 1 22 4 0 1 81.5%
14.4% 2.6% 0.0% 0.7% 18.5%
Class 2 5 31 0 0 86.1%
3.3% 20.3% 0.0% 0.0% 13.9%
[}
7]
Kt
o 0 0 M 0 100%
g Class3| gy 0.0% 26.8% 0.0% 0.0%
5
9]
Class 4 0 0 0 49 100%
0.0% 0.0% 0.0% 32.0% 0.0%
81.5% 88.6% 100% 98.0% 93.5%
18.5% 11.4% 0.0% 2.0% 6.5%
e"ﬂ\ e‘-'q/ e';b e”v
4 4 4 4
Target Class
Fig. 8. Confusion matrix analysis of VGG16 on medical image cap-

tioning dataset.

that EDC-Net achieves 97.4% accuracy. Thus, EDC-Net out-
performs the competitive models with an average improvement
of 2.0%.

D. Discussion

Table I shows the BLUE score [44] analysis of EDC-
Net. Comparisons are drawn between the proposed and the

Confusion Matrix

Class 1 26 1 0 1 92.9%
17.0% 0.7% 0.0% 0.7% 7.1%
Class 2 1 34 0 3 89.5%
0.7% 22.2% 0.0% 2.0% 10.5%
[7]
7]
o
© 0 0 M 2 95.3%
5 Class 3 0 0 o 0 5
3 0.0% 0.0% 26.8% 1.3% 47%
5
o
Class 4 0 0 0 44 100%
0.0% 0.0% 0.0% 28.8% 0.0%
96.3% 97.1% 100% 88.0% 94.8%
3.7% 2.9% 0.0% 12.0% 5.2%
N N2 %) ™
9 2 2 2
o o o o
Target Class
Fig. 9. Confusion matrix analysis of ResNet152V2 on medical image

captioning dataset.

Confusion Matrix

Class 1 27 4 0 0 87.1%
17.6% 2.6% 0.0% 0.0% 12.9%
Class 2 0 28 0 0 100%
0.0% 18.3% 0.0% 0.0% 0.0%
[}
(2]
o
o 0 0 M 0 100%
] Class 3 o 0 o 0 o
a3 0.0% 0.0% 26.8% 0.0% 0.0%
5
<]
Class 4 0 3 0 50 94.3%
0.0% 2.0% 0.0% 32.7% 5.7%
100% 80.0% 100% 100% 95.4%
0.0% 20.0% 0.0% 0.0% 4.6%
N a2 o »
=] =] =] =]
N o & o
Target Class
Fig. 10.  Confusion matrix analysis of DenseNet201 on medical image

captioning dataset.

competitive models such as RMN [13], VGG16 [33], CNN-
RNN [7], DMSFF 9057472, DGGAN [19], ResNet152V?2 [34],
and DenseNet201 [35] using BLUE scores [44] and kappa
statistics (KS) [48], [49]. It is found that DenseNet201 [35]
achieved the highest BLUE-1 as 0.574 as compared to the other
competitive models. DGGAN [19] and VGG16 [33] models
have achieved highest BLUE-2 values as 0.365 and 0.364,
respectively. ResNet152V?2 [34] achieved highest BLUE-3 value
as 0.56 than the existing models. DenseNet201 [35]. Ensemble-
based models, i.e., MVE_1, Min_4, and Max_5 achieved better
results than most of the existing models. Out of these models,
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Confusion Matrix
ANOVA analysis of BLUE-4
cass| ot | oo% | oo% | oow | oou Source sS df MS F  Prob>F
Columns 3.198 10 0.3198  53.3000  0.0003
ozl p0n | mew | omw | oo | 0w Error 0.297 49 0.0060
@ Total 3.495 59
§ 0 0 40 0 100%
3 Class3 | o.0% 0.0% 26.1% 0.0% 0.0% :
3 Fig. 15.  ANOVA table of BLUE-4.
Class 4 On 0n ()u 500 100:/n
0.0% 0.0% 0.0% st o0 ANOVA analysis of Kappa Statistics
Source SS df MS F Prob>F
88.9% 100% 97.6% 100% 97.4%
o it At ez A Columns 1.748 10 0.1748  22.4102 1.435e-03
~ o - - Error 0385 49  0.0078
o o o o
Target Class Total 2.133 59
E;%ti;rli'ng ggtr;f;:;-on matrix analysis of EDC-Net on medical image Fig. 16. ANOVA table of kappa statistics (KS).
TABLE Il
. COMPARATIVE ANALYSIS OF EDC-NET WITH THE STATE-OF-THE-ART
ANOVA analysis of BLUE-1 MODELS
Source SS df MS F Prob>F
Model BLEU-I BLEU-2 BLEU-3 BLEU-4
Columns 2.267 10 0.2267  37.7833 2.016e-04 mDIAP.LSTM [27] 0373 0226 01 0101
Error 0.294 49  0.0060 Full-ARL [29] ; - . 0-125
R-paraNet (VGG-19)[30] 0.505 0.329 0.230 0.168
Total 2561 59 R-paraNet (DneseNet-19)[30]  0.503 0.333 0236  0.175
HRGR-Agent [31] 0.438 0.298 0.208 0.151
HLSTM [32] 0.455 0.288 0.205 0.154
Fig. 12.  ANOVA table of BLUE-1. KERP [28] 0216 0214  0.087 0.066
EDC-Net 0.516 0.348 0.238 0.178
ANOVA analysis of BLUE-2
of BLUE-1, BLUE-2, BLUE-3, BLUE-4, and KS by 1.258%
S SS d MS F Prob>F i ’ ’ ’ . ’
ouree 4 i 1.185%, 1.289%, 1.098%, and 1.548%, respectively. Also, ad-
Columns 2836 10 02836 329767 0.0156 ditional ANOVA analyses are performed on each performance
B 0423 49  0.0086 metric which has shown that the EDC-Net significantly outper-
; 3959 0 forms the competitive models.
Tota 23 > For statistical analysis, ANOVA is used. Each performance
metric has the following hypotheses:
Fig. 13.  ANOVA table of BLUE-2.
{HO MMlzuMQ:....:uMll’ (12)
ANOVA analysis of BLUE-3 Ha Means are not equal
Source SS df MS F Prob>F Here, Null and alternate hypotheses are defined by Hy and H 4,
Columns 053724 10 03301  47.8405 0.0023 respectively. uM; represents EDC-Net and the existing image
captioning models. M;; depicts EDC-Net. The ANOVA table
Error 0.44408 20 0.0069 contains degrees of freedom, a sum of squares, the mean sum
Total 0.98132 24 of squares, F-statistics (Fy), and P-value (p). If p value of Fy
falls below the significance level, we will reject Hy and state
Fig. 14.  ANOVA table of BLUE-3. that there is a significant difference between the models. For all

MVE_1 outperformed the Min_4 and Max_5. In terms of KS,
DGGAN achieved remarkable performance over the existing
models. From Table 1, it is found that EDC-Net outperforms the
existing models by achieving higher values of BLUE scores.
Bold values indicate higher performance. It is found that the
proposed EDC-Net outperforms the existing models in terms

the metrics analysis presented in Table I, H 4 is accepted (see
Figs. 12-16). It shows that there is a significant difference in
performance between different models.

Table IT shows the comparative analysis between the EDC-Net
and state-of-the-art models on IU X-RAY [50]. It is found that
EDC-Net outperforms the state-of-the-art models in terms of
BLUE-1, BLUE-2, BLUE-3, and BLUE-4 by 1.357%, 1.249%,
1.115%, and 1.031%, respectively.
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V. CONCLUSION

To provide explanatory information to the doctors and pa-
tients, an efficient deep ensemble medical image captioning
network (DCNet) was proposed. DCNet has ensembled three
well-known pre-trained models such as VGG16, ResNet152V2,
and DenseNet201. Ensembling of these models has shown better
results by preventing over-fitting. DCNet can efficiently extract
the potential features of biomedical images, but it is sensitive
to its control parameters. Therefore, to tune the control pa-
rameters, evolving DCNet (EDC-Net) was proposed. Evolution
was achieved using the self-adaptive parameter control-based
differential evolution. Comparative analysis has shown that
EDC-Net achieves higher performance than the existing mod-
els to provide explanatory information for biomedical images.
Comparative analysis has shown that EDC-Net achieves 97.4%
accuracy. According to the results obtained using Open-i dataset,
the proposed EDC-Net outperformed the existing models in
terms of BLUE-1, BLUE-2, BLUE-3, BLUE-4, and KS by
1.258%, 1.185%, 1.289%, 1.098%, and 1.548%, respectively.
Additionally, the EDC-Net model outperformed the state-of-
the-art models on IU X-RAY dataset in terms of BLUE-1,
BLUE-2, BLUE-3, and BLUE-4 by 1.357%, 1.249%, 1.115%,
and 1.031%, respectively.

In the near future, to handle the poor visibility, noise, poor
registration, etc. kind of problems with medical images, we
will integrate various preprocessing techniques such as image
filtering, image registration, visibility restoration, etc. with the
proposed EDC-Net. Since preprocessing techniques may reduce
the performance of EDC-Net, therefore, a novel selective pre-
processing model will be designed which will decide whether
preprocessing is required or not. If preprocessing is required then
which operation(s) should be applied on the given image(s).

Data Availability Statement: The data collected during the
data collection phase are available from the corresponding au-
thors upon request.
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