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Abstract—This paper presents a new efficient method for
implementing the Hilbert transform using an all-pass filter,
based on fractional derivatives (FDs) and swarm optimization.
In the proposed method, the squared error difference between
the desired and designed responses of a filter is minimized.
FDs are introduced to achieve higher accuracy at the reference
frequency (wgp), which helps to reduce the overall phase error.
In this paper, two approaches are used for finding the appro-
priate values of the FDs and reference frequencies. In the first
approach, these values are estimated from a series of experiments,
which require more computation time but produce less accurate
results. These experiments, however, justify the behavior of the
error function, with respect to the FD and (), as a multimodal
and nonconvex problem. In the second approach, a variant of
the swarm-intelligence-based multimodal search space technique,
known as the constraint-factor particle swarm optimization, is
exploited for finding the suitable values for the FD and .
The performance of the proposed FD-based method is mea-
sured in terms of fidelity aspects, such as the maximum phase
error, total squared phase error, maximum group delay error,
and total squared group delay error. The FD-based approach is
found to reduce the total phase error by 57% by exploiting only
two FDs.

Index Terms—Evolutionary technique
derivative (FD), Hilbert transform (HT),
optimization (PSO).

(ET), fractional
particle swarm

I. INTRODUCTION

ILBERT transform (HT) is a very important trans-
form in signal processing. It can be used to repre-
sent a narrow-band signal in terms of its frequency-domain
amplitude at a frequency-modulation point. HT is useful in
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many applications such as latency analysis in neurophysio-
logical signals [1], fault classification in electrical systems,
data compression in communication, and as an data anal-
ysis tool [2], [3]. Research on efficient HT design methods
has been progressing over the last three decades. In the
early stages of research, several works used infinite impulse
response (IIR) filters, which satisfied the magnitude and phase
specifications simultaneously [4]-[8]. In these techniques, the
design problem was formulated as a minimization of the mean
squared error between the desired and designed responses, and
the solution was obtained by solving a set of linear equa-
tions [5]-[8]. Squared error-based methods usually produced
a matrix, which was symmetric and positive definite, and the
solutions of such problems were computed by either evalu-
ating the eigen vector (EV) corresponding to the least value
of the eigen value or multiplying the matrix inverse with the
multiplicand. The EV approach was computationally complex,
whereas the second approach had o(n®) complexity. However,
this complexity could be reduced to o(n?) using the Cholesky
decomposition or split Levinson algorithms [9]. Liu [1] and
Kidambi [7] used a Toeplitz-plus-Hankel matrix to solve a set
of linear equations. For reducing the computational complex-
ity further, Su et al. [9] proposed a closed-form method for
the design of the HT. Literature review on the implementation
of HT using all-pass filters (APFs) has corroborated that sev-
eral methods have been proposed [4]-[8]. However, an APF
with smaller number of filter taps and higher accuracy in terms
of the degree of approximation, which can produce a desired
response at a certain reference frequency point, has not been
considered yet for the efficient design of an HT.

Recently, fractional derivatives (FDs) have been used
in several engineering problems, such as fractional system
identification, edge detection in image processing, electro-
cardiogram signal R-peak detection, and numerous other
engineering applications, owing to their ease of real-
ization and higher efficiency compared to integral-order
derivatives [10]-[15]. Several researchers have used FDs for
digital filter design [13]-[15]. In these techniques, the deter-
mination of optimal orders of FDs was computationally
expensive, and the work involved increases with the increase
in the order of FD. A possible solution for this problem is
to use evolutionary techniques (ETs) for filter-bank design,
which is explained in [15]. However, a mechanism to tune
the suitable values of the reference frequency in the region of
interest, where these FDs are being evaluated, has not been
established yet.
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This paper explores a new design technique for the HT,
which uses APFs with a high approximation of the desired
phase response, based on optimal values of FDs and suit-
able values of reference points in the region of interests.
The Lagrange multiplier method is used to solve the for-
mulated constrained design problem. A variant of particle
swarm optimization (PSO), known as constraint-factor PSO
(CF-PSO) is used for determining the suitable values of the
FDs and reference frequency points.

The remainder of this paper is organized as follows.
Section II provides the brief description on PSO variant and
its topology. Section III provides the details of HT design
using an IIR-APF. Sections IV and V describe the proposed
approach using FD for HT design. Section VI demonstrates the
performance of the proposed method and improvement with
earlier state-of-art techniques. Finally, the conclusive remarks
are mentioned in Section VIL

II. OVERVIEW OF PSO

PSO is a swarm-intelligence-based algorithm, inspired by
the communication behaviors of birds and insects, schooling of
fish, etc. [16]. In the past few decades, exhaustive research has
been conducted on the application of PSO for solving nondif-
ferentiable, multiobjective, and nonlinear problems [16]-[18].
The search space in PSO is a matrix that consists of a solution
vector, which is updated as [16]

[ = (Ut + v (1)

where [V]¥*! is the current velocity matrix and U is the search
space matrix. The sizes of both matrixes are R x T, where R is
the number of solution vectors, T is the dimension of solution
vector, and k+1 is the current iteration. [V]F*! is computed
as [16]

k k k k
VI — {w-[V] +ck- ¢, - (IPB] —[U])}. )
Vi +&k - o - (IGBY — [UT) @

In (2), PB is the local best solution matrix, GB is the cur-
rent global best solution vector, ¢; and ¢, are uniformly
distributed random numbers in the interval (0, 1], cognitive
(c1) and social (c;) are the acceleration coefficients, w is the
inertia of weight, and x is a constraint factor. Modification
in the values of control parameters, such as w or ¢y and c;
results in several variants of PSO, as described in [16].
Many researchers have attempted to discover new aspects in
PSO, to avoid phenomena, such as trapping in local minima
and premature convergence and to accomplish the efficient
exploitation with deeper exploration, which has resulted in
several variants of PSO [16]. The principle mechanism of all
variants of PSO is the same and is summarized as follows.
1) Form the initial search space (possible solutions).
2) Evaluate the fitness function for each individual solution
vector of the search space.
3) Sort out the solution vector with the best fitness, termed
as Global best.
4) Update the initially formed search space and find solu-
tions, which have improved their fitness, and consider
them instead of old solutions with less fitness.
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5) Find the best fitness formed from recently updated solu-
tions, and check if it is better than the current best
solution; then, update Global best.

Among the variants of PSO, CF-PSO is more stable, owing
to x, which aids in keeping a bound on the exploration and
exploitation [16]. Various neighborhood topologies have also
been proposed for PSO, such as the global PSO (Gbest) and
local PSO (Lbest). Lbest is further classified as von Neumann,
star, ring, and pyramid [19]. In this paper, the Gbest struc-
ture has been exploited because of its fastest convergence
speed [19]. The search mechanism in PSO is simpler than
that of other techniques, such as differential evolution, genetic
algorithm, improved JADE, LSHADE, etc. [20], [21].

III. ALL-PASS FILTER DESIGN

Several design methodologies have been proposed for
designing the HTs using all-pass IIR filters, based on either
the least-squares (LSs) approximation or minimax approxima-
tion criteria [7]. The frequency response of an all-pass transfer
function is expressed as [4]

Yo bmz SN b(n)eine
i L Yo b1 cos(n0) 437, b(m) sin(u)

Hy(2) =z 3)

H,(”) =
(") 14+ YN b(n) cos(no) —j S°N_ b(n) sin(nw)
4)
and
Hy () = e(@). ®)

In (3) and (4), b(n) is a real-valued integer and N is the total
number of filter taps. The phase response of the denominator
polynomial (3"N_ b(n)e ") is
SV b(n) sin(nw)
L . (6)
1+, b(n) cos(nw)

The error difference between the desired {¢;(w)} and designed
phase is computed as

¢(w) = —Nw + 2 X tan~! <

N .
eo(@) = @a(@) + No» — 2 x tan—1< =1 bW sin(e) )

1+ 3N b(n) cos(nw)
(7

For designing a Hilbert transformer, ¢;(w) of an APF is given
as [4], [7]

¢i(w) = —Now — % (8)

It is evident from (7) that the minimization of phase error is
a multimodal complex problem because of the trigonometric
function, and can be simplified by setting e,(w) = 0, as

tan(ﬁod(w) + Nco) _ SN b(n) sin(nw) ©
2 1+ ZnNzl b(n) cos(nw)
and further refined to a more compact form as
in| -7 bT .
snl-T4] 675w o

cos[—7/4] 14T (o)
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In the above equation, b, s(w), and ¢(w) are the vectors, defined
as

b = [b(1)b2)...bN)]T (11)
s() = [sin(w) sinw) . . . sin(Nw)]" (12)

and
c(w) = [cos(w) cosRw) . .. cos(Na))]T. (13)

On rearranging (10), the required design constraint for obtain-
ing a desired phase response is given as

B {sin[ 7 /alet) — cos| /gls(@} = —sin[~T/g] (14
or
b'S,(») = B(w) = —sin[~7/4] (15)
where
So(w) = sin[ "7 /4]e(w) — cos[ T /4]s(w)
= sin[—”/4—nw], 1<n<N. (16)

A possible solution for the above problem is obtained by
solving a set of equations formed by constructing an LS error
function, defined as

E,(b) = f BT, () + sin[ /4] do

1
where w; is the lower and w, is the upper frequency limit
for the region of interest. Now, by expanding and partially
differentiating (17) with respect to b, we obtain

BT (/22 [So@)ST (@) Jde )b
09 + 267 (22 [sin[77/4]S0() ]do)
0E,(b) | + [ (5[ /4])deo
b ob

By setting 9Eo®)/5p = 0, the required filter coefficient is
obtained by solving bop = 0~ '. P, where

7)

(18)

" [So(@)S} (@) ]dw

]

0= (19)

and

)
P= / [sin[ 77 /4]S0 (@) ]do. (20)
w1

In (19), Q is a real, positive-definite, and symmetric matrix;
thus, a unique solution is guaranteed. In [7], O is simplified
and represented by the sum of a Toeplitz matrix and a Hankel
matrix. However, in this paper, it is further reduced to a sin-
gle term, obtained by the multiplication of vector S,(w) with
its transpose. In order to achieve a high degree of similarity
between the desired phase response and the designed phase
response at the prescribed frequency point wy, the following
constraints are imposed:

B(w,) = sin(7/4) ey
and
D" B(®)|y=w, =0

where B(w) = b'S,(w).

(22)

IV. PROBLEM FORMULATION USING FDs

FDs have been found to function as performance
boosters in several signal-processing applications [11]-[15].
Three of the most prominent definitions of FDs are the
Riemann-Liouville, Griinwald—Letnikov (GL), and Caputo
definitions [13]. Among these definitions, the GL deriva-
tive method is the most commonly used method in signal-
processing applications, owing to its simplicity and low
complexity [15]. In this paper, the GL derivative method is
used to design a Hilbert transformer using an APF.

Using the GL definition [13], (22) can be reduced to

dv<ZnN=1 b(n) - sin(—7 /4 — nw))

dw”

D'B(w) =
N ) TV
= Zb(n) - (n)¥ — sm(”/4 + nw + 7)
n=1

=bTC(w,v). (23)

C(w, v) is given by

—(1)Y - sin(w+ T + %)
—2)”- sin(2w +7+ %)

Clw,v) = (24)

—(N)"-sin(Now + T + %)
From (15) and (23), the constraint is redefined as

b'C(wo,vi) =0,k=1,2,...,L. (25)

If v is a vector of order L, C would be a matrix of order
N x (L 4 1), where k = 1 corresponds to the zeroth-order
derivative and equals B(wy).

Equation (25) can be expressed in terms of a matrix as

Ch=f (26)

where
Ci = [So(w0) Clwo, vi) C(wO,VZ)---C(a)O,VL+1)]T (27)
and

f=1[Bwy) 0 0...0]". (28)

The optimal solution of the objective function defined by (17),
with the constraint given by (26), is evaluated using the
Lagrange multiplier method [13], and is given as

bop = 0P~ 0\l (C7'C!) " (c0 TP —r) @)

which is a closed-form solution, computed very efficiently.
The only requirement is to find a suitable order for the FDs
and the reference frequency, which can satisfy the constraint.
CF-PSO can be used to determine these values.

V. PROPOSED METHOD BASED ON FD AND ET

In this section, a new method based on FD and CF-PSO
is proposed for the design of a Hilbert transformer using an
APF. For analysis, a benchmark design example is considered
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with the design specifications being: order (N) = 30, w; =
0.04, and w> = 0.94, using the following attributes:

Approximation error: e,(w) = |p(w) — @q(@)|  (30)

and

[22)
Total phase error: E = / er(w)dw. a3
]

A. Proposed Method Based on FD Without ET

For designing a Hilbert transformer using the proposed
method, without CF-PSO, initially, the optimal filter
coefficients are determined using (29), which requires the
optimal value of order (v3) of FD and the reference frequency
point. For this purpose, different values of the reference
frequency (wq), from w; to wy, with a uniform step size of
0.05, are used, while the value of v3 is considered to vary
from 2.01 to 49.99 with a gradual increment of 0.01. Other
values of v (vg, vi, and vp) are kept as 0, 1, and 2, respec-
tively, to maintain the slope and concavity of the function [15].
The generalized steps for designing an HT using the proposed
method without ET are as follows.

1) Specify the filter parameters, such as N, wi, and w;, and

the desired phase response @g4(w).

2) Choose suitable reference frequency points between w1
and w», while v3 varies from 2.01 to 49.99 with a gradual
increment of 0.01.

3) Compute S,(w), @, and P using (16), (19), and (20),
respectively.

4) Select the reference frequency point and the value of v3
to compute C,.

5) Evaluate the coefficients of HT using (29), and then,
compute E. Store E in a stack for further selection of
the optimal values of w( and v3.

6) Increment v3 until all the values are utilized. If all the
values of v3 have been used, shift to the next wy.

During the experiments, it has been observed that the vari-
ation in phase error (E) becomes periodic with a high error
value for all wq, after a certain value of v3, as illustrated in
Fig. 1(a), because some FDs satisfy the imposed constraints
exactly, while others fail to satisfy the required constraint. It is
also evident from the experimental results that, at wg = 0.74m,
0.85m, and 0.17m, the phase error (E) is less, when v3 is 6.40,
4.79, and 25.48, respectively. The obtained phase response of
a Hilbert transformer is depicted in Fig. 1(b). It can be seen
from Fig. 1(c) that the approximation between the desired and
designed response is high at the exact value of wg.

If the number of FDs is increased, the computational com-
plexity is also increased. The computational complexity for the
exploration of one FD along with wy is o(n*), and it would
increase to 0(n5), if two FDs are considered. Thus, the ET-
based approach is more effective in such complex evaluation
processes through which both the wp and FD values can be
adjusted simultaneously with high precision.

B. Proposed Method Based on FD With ET

In this section, the proposed technique for designing an HT
is modified further using CF-PSO, owing to its simple
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Fig. 1. (a) Variation of phase error with respect to v3 at three different values

of reference frequency (wq). (b) Phase response of HT using the first-order
FD (1-FD). (c¢) Variation of absolute error difference of designed HT. Figures
show the effect of 1-FD and wq on the performance of the designed HT.

exploration and exploitation mechanism for finding suitable
values of FD along with wg. The search space (U) is formed as

[Uri] = [uin wip wi3...uip) (32)

where 1<r <Rand 1<t <T, u;; correspond to the reference
frequency points between w; and w;, while u; > to u; p rep-
resent the FD values from 2.01 to 14.99. D is the number of
FDs employed. During the course of exploration, if these val-
ues have exceeded beyond the imposed limit, they are restored
by reassigning suitable values as

Unew = Utow © Uy + Uup oUx+ {[_]low oU+ l_]up © U}
(33)

where Uy and Uyp are the vectors containing 1s and Os. In
Ulow, “1s” correspond to the values of U that are below the
lower limit value of 2.01 and “0Os” correspond to those that are
above or equal to 2.01. In Uy, 1s represent those values of U
that are greater than the upper limit of 14.99 and Os represent
those less than 14.99. Ulow and l_]up are the complements of
the respective vectors and U, has new values within the limits.
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Fig. 2. (a) Mean of convergence of phase error (E) with respect to iteration
cycles (k) for FD orders from 1 to 5. (b) Variations in E in each experimental
trial for different FD orders ranging from 1 to 10. These figures suggest
suitable FD orders and cycles for the proposed method.

The Hilbert transformer is designed using the same bench-
mark design specifications as specified in Section V. The
fractional order (v) is varied from 1 to 10, and the dimension
of matrix C, is varied from 4 to 14. The control parameter
values, such as x = 0.7213, ¢; and ¢, = 2.05, and w = 1 are
used to control the exploration and exploitation. The normal-
ized digital frequency band is broken into 30 x N equally
spaced samples, for analysis. The generalized steps for the
proposed method using FD and ET for designing a Hilbert
transformer are as follows.

1) Specify the HT parameters, such as N, w1, and w7, and

the desired phase response ¢g(w).

2) Set the control parameters of CF-PSO, such as yx, c¢1, and
c2, and w, maximum iteration count (kmax), and upper
and lower limits of V and U.

3) Formulate the initial search space (U*=01) and associ-
ated velocity (VI¥=%1) by assigning the uniformly dis-
tributed random numbers between the upper and lower
limits. Store the initially formed U as PB.

4) Compute the filter coefficients using FD values from
each vector of U using (29), followed by the fitness
evaluation using (31). Store these fitness values as PB
fitness.

5) The solution with the best value of PB fitness is picked
as GB, and its fitness value is stored in GB fitness.

0
T -20
<
2 -40
9]
&
2 -60
o
E
& -80
100 P P P P
0.2 0.4 0.6 0.8
Normalized digital frequency (@)
(a)
0
m  -50
<
.8
]
v -100
-150 L L L L
0.2 0.4 0.6 0.8
Normalized digital frequency ()
(b)
Fig. 3. (a) Hilbert transformer phase response obtained for different filter

coefficients using FD: 1, 2, 3. (b) Approximation error. This figure shows that
the second-order FD is computationally efficient for designing an HT.

6) Update V using (2), and check for those velocity ele-
ments that are not in limit. Then, reassign new values
to those outbound elements.

7) Update U using (1) and confirm that all newly formed
elements of U are within the bounded limits; otherwise,
assign new values for those that are not in the limits.

8) Again, compute the filter coefficients using new FD val-
ues, followed by fitness evaluation using (31). Store
these fitness values as new fitness.

9) Replace the earlier solutions from PB and PB fitness

with the new solutions that have improved fitness values.

Compare the current GB fitness with the new PB fitness,

and check if any PB fitness is better than GB fitness. If

so, replace GB and GB fitness with the improved PB
and PB fitness; else, keep them as they are.

Repeat steps 6-10 until the iteration cycle is over or the

desired fitness is achieved.

The proposed method is executed 30 times for each FD
order. Fig. 2(a) shows the mean convergence of E with respect
to the iteration cycles (k) for FD orders from 1 to 5. It is
observed that the rate of change of E is almost constant after
30 iterations. Fig. 2(b) indicates that CF-PSO achieves the
best performance for the second-order FD, consistently, as
the median value of E lies close to the best fitness value
achieved during a trial of 30 experiments. The phase responses
obtained using first-, second-, and third-order FDs are shown

10)

1)
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Pseudo Code 1 Pseudo Code of Proposed Approach

01 Set N, , o, p (o), s(w), c(w), P, Q, and Q!
02 Set x = 0.707, ¢y = 2.05, ¢cp = 2.05, and kyqx
03 Formulate initial search space U

04 Fori=1toSS

05  Compute Cy for ith FD vector of U

06 Compute bgps using Q_l, P, and Cy

07  Evaluate E and store as PB fitness

08 PB; =U;

09 End For

10 Sort out smallest value of PB fitness

11 PB Corresponding to smallest PB fitness as GB
12 Start

13 Update V according to variant
VL = yw - VE £ K gy - (PBE —U% + &5 - 0 - (GBY — UF))

14 Restore out of bound elements of V
15  Update U as Uk = Uk 4 y&+1

16 Restore out of bound elements of U
17 Fori=1toSS

18 Compute Cy for i FD vector of U¥+!
19 Compute bgps using Q_l, P, and Cy
20 Evaluate E and store as Enew

21 If Enew(UNTY) < E(PB fitness¥)

22 PB finess\ ™' = Eye,,(UNT!) & PBET = UF!
23 If PB fitness\™' < E(GB)

24 GB = P!

25 End If

26 End If

27 End For

28 End

29 GB holds best fractional values

in Fig. 3(a), while Fig. 3(b) displays the approximation error
(er(w)) obtained during the design of a Hilbert transformer.
It is evident from the experimental results that the approxi-
mation error is comparatively less for 2-FD, while it is high
for the first- and third-order FD cases. CF-PSO explores the
optimal value of wg, and restricts E to remain as low as possi-
ble. Therefore, after exhaustive analysis, it is established that
the second-order FD explored by CF-PSO is a computation-
ally efficient methodology for designing a Hilbert transformer
using APF. The complete design procedure is summarized in
Pseudocode 1.

VI. RESULTS AND DISCUSSION

All the experiments were performed using MATLAB
2014 on a Genuine Intel CPU i7 3770 @ 3.40 GHz with 4 GB
RAM. The following fidelity parameters were computed as:

eyt = max |pg(®) — ¢(w)] (34)
w€lwy,w]
et = lpa(@) — p()? (35)
d d
errnax _ d(w) _ o (w) (36)
welop.o]|  do dw
and
dpa()  de(w) |\
tol
= —_— 37
b Z(‘ dw dw D 37

IEEE TRANSACTIONS ON CYBERNETICS

TABLE I
CONTROL PARAMETERS FOR VARIANTS OF PSO AND HYBRID PSO

Parameter Value

Constraint factor (y) 1
e Cognitive coefficient (¢;) 2.05
g8 g’: Social coefficient (cz) 2.05
£ 20 Upper limit of U 14.99
§ 2 £ Lower limit of U 2.01
© £ Upper limit of ¥/ 14.99
8 > Lower limit of V' -14.99
Maximum number of cycles 500
CWI-PSO w 0.700
w 1.000
CF-PSO 0.707
Wmin 07
LDI-PSO Wi 01
NDI-PSO Modulation index (77) 02tol4
ltmtml , {inal 2.05

TVC-PSO final initial
o, G 0.05
Hybrid-PSO  limit 30

TABLE II

STATISTICAL PERFORMANCE EVALUATION OF PROPOSED
TECHNIQUE FOR AN SS OF 10

max o max o Time

N e e;,,f e et ! (sec)
best 0.3443 0.5947 49791 223.3440 20.4531

15 mean 03699  0.6981 5.0642 230.4314 23.4219
worst  0.4296 0.9674 5.0910 2352774 25.1563
best 0.1782  0.1208 4.5578 105.7094 23.1094

20 mean  0.1905 0.1414 4.6412 113.2186 24.7625
worst  0.2101 0.1737  4.7582 124.1955 26.1406

best 0.0850  0.0220 34221 36.4655 24.6719
25 mean  0.0915 0.0257 3.5289 39.9048 26.0000
worst  0.1095 0.0362 3.8054 48.8362 28.9531
best 0.0370  0.0038 2.1743 11.0042 31.3906

30 mean 0.0416  0.0047 2.3265 12.7637 31.8719
worst  0.0482  0.0061 2.5347 15.4151 32.4844

best 0.0145 0.0005 1.1749 2.4623 36.8906

35 mean 0.0162 0.0007 1.2660 2.8768 37.7719
worst  0.0180  0.0008 1.3609 3.3389 38.4063

best 0.0065 0.0001 0.6529 0.6862 53.2031

40 mean 0.0069  0.0001 0.6844 0.7505 53.8031
worst  0.0079  0.0002 0.7570 0.9032 54.4531

best 0.0009 0.0000 0.1381 0.0292 64.4531

50 mean  0.0011 0.0000 0.1521 0.0343 66.1750
worst  0.0011 0.0000 0.1629 0.0384 67.0313

where e;“ha" is the maximum phase error (MPE), e;‘;: is the total

squared phase error (TSPE), I'™* is the maximum group delay

error (MGDE), and e‘;’l is the total group delay error (TGDE),
used for analyzing the proficiency of the proposed
method.

A. Design Examples Using Proposed Methodology

In the proposed method, different variants of PSO, such as
the constant weight inertia PSO (CWI-PSO), linearly decay-
ing inertia PSO (LDI-PSO), NDI-PSO, dynamic inertia PSO
(DI-PSO), and time-varying coefficients PSO (TVC-PSO)
were exploited for finding the appropriate values of FDCs.
After exhaustive experimental analysis, suitable variant of
PSO is selected in the proposed approach of HT using FDC.
PSO is classified based on the updating strategy of the prin-
ciple (2), and more details are presented in [16]. Recently,
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GB fitness
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Fig. 4.

Statistical performance evaluation of proposed technique for different filter orders, designed by different SS on the basis of global best fitness (GB

fitness), MPE, TSPE, MGDE, and TGDE. The first row of the plot shows the mean of output obtained after 30 trials, second row shows the best, and third
row shows the worst output values for all five parameters. The stability of the proposed method is consolidated in these figures.
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Fig. 5. Statistical performance evaluation of nonlinearly decaying inertia PSO (NDI-PSO) based on mean, best, and worst values of GB fitness (dB) for

design of HTs of various orders using different values of MI. (a) MI = 0.2, (b) MI = 0.4, (¢) MI = 0.6, (d) MI = 0.8, (¢) MI = 1.2, and (f) MI = 1.4.

There is a marginal deviation on GB fitness value for different values of ML

hybrid-PSO based on the combined functionality of PSO
and ABC algorithms was proposed in [22]. It is also used
in this paper. The control parameters of all the variants of
PSO, including hybrid-PSO, are summarized in Table I. For
comparison, a design example from [4] and [7] was consid-
ered, with a normalized frequency band from 0.04 to 0.94
and filter order from 15 to 50, with an increment of 5.

The effect of swarm size (SS) was analyzed by varying
it from 10 to 50 for each design case. It is evident from
Fig. 4 that, for all filter orders considered in this paper, the
SS of 10 is sufficient as the deviations of the best and worst
of the fidelity parameters, from the mean values, are less. The
detailed simulation analysis for an SS of 10 is summarized in

Table II.
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Comparative evaluations of PSO variant based on best, mean, and worst values of GB fitness obtained for the design of HTs with various orders.

(a) CWI-PSO, (b) LDI-PSO, (c) NDI-PSO, (d) DI-PSO, (e) Hybrid-PSO, (f) CF-PSO. It is confirmed that the proposed method works effectively when

CF-PSO is used.
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(a) Phase response of Hilbert transformer, (b) approximation error, (c) group delay error, (d) approximation error in dB for LS, ER, EV, and proposed

method (FD with PSO). FD-based design approach resulted in flat group delay response and significant reduction in e7(w).

On the basis of an exhaustive analysis performed using

PSO, it was confirmed that the SS of 10 was a reasonable
choice that required less computation time. Therefore, an SS

= 10 was used for all variants of PSO and hybrid-PSO,

further analysis. In NDI-PSO, the modulation index (MI) value

CF-

for

was used to control w and its value had to be determined exper-
imentally. Therefore, exhaustive experiments were conducted
using different values of MI, ranging from 0.2 to 1.4 with
an increment of 0.2, excluding 1.0 because it corresponded
to LDI-PSO. The obtained results are consolidated in Fig. 5,
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TABLE III
COMPARISON WITH OTHER METHODS [4], [7]

. 2
Technique N e e e e

ph ph T T

LS [4] 30 2.927x10%  6.787x10° 24962  22.0373
ER [7] 30 9.550x10°  1.325x10%  1.325 19.5756
EV 30 3.157x10%  7.155x10°  2.1847  17.1662

Proposed 30 4.619x10%  5.618x10° 24761  14.5328

which shows the statistical performances of the different val-
ues of MI, in terms of the quality of solution. It was confirmed
that, in the case of the proposed method, NDI-PSO had almost
similar performance and MI = 0.8, which had marginal advan-
tage over the other values. Thus, MI = 0.8 was chosen for
further comparative analysis. HTs with different orders were
designed using different variants of PSO and Hybrid PSO and
their comparative performances, on the basis of GB fitness,
is shown in Fig. 6. It is evident from Fig. 6 that, for lower-
order HTs, the proposed method using CF-PSO yields better
performance when compared to other variants of PSO. It is
also observed that, for each design, the objective function’s
mean and worst values are close to the best value.

B. Comparison With Previous State-of-the-Art Methods

For comparison, a Hilbert transformer was designed using
the proposed method based on FD and ET using N = 30,
w1 = 0.04, and wr = 0.94 [4], [7]. In this case, an SS of 10,
with 50 iterations were used. The experimental results obtained
using the proposed method are illustrated in Fig. 7, along with
the results of methods, such as the LSs, equiripple (ER), and
EV. It was observed that the value of e;(;} was 5.618 x 1073

when using the proposed method, and it was 6.787 x 1072
and 1.325 x 1072 for the LS technique and ER technique,

respectively. However, )i was increased slightly to 4.619 x

102 for the proposed method, while it was 2.927 x 1072
and 9.550 x 1073 in the case of LS and ER, respectively.
The value of e.(w) was less, up to wp, and was increased
slightly afterward, as shown in Fig. 7(b) and (d). Meanwhile,
the values of e;“hax and e were reduced, when compared to
those of other techniques. Therefore, it was confirmed that
the reference frequency point had been selected appropri-
ately, which resulted in a reduction in the overall phase error.
The performance of the designed APF-based HT, using the
proposed methodology, is summarized in Table III. There is
a reduction of 57% in total phase error (e;‘)hl) when compared

with LS and ER techniques.

VII. CONCLUSION

This paper presented a new design method for HTs using
an APF, based on FDs and CF-PSO. The optimal values of the
FDs and the reference frequency point, for obtaining improved
performance, were determined using CF-PSO. The experimen-
tal results illustrated the superiority of the proposed algorithm
in terms of phase response and reduction of overall error, in
comparison with the other existing techniques. In the future,
the proposed method can be extended to compute FDs at more

reference frequency points so that the other fidelity parame-
ters may also be reduced with high degrees of approximation.

There is a slight rise in ¢,;*and may be controlled by form-

ing multiobjective optimization problem. The presented work
may be extended for efficient realization using canonic signed
digit.
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