
Journal Club Meeting, Thursday, 13, June 2013 

INFONET,   GIST         / 14 

Signal Recovery From Random Measurements Via Orthogonal Matching 

Pursuit 

 

J. A. Tropp and A. C. Gilbert 

IEEE Trans. on Inform. Theory 

 
Presenter : Sangjun Park 

GIST, Dept. of Information and Communication, INFONET Lab. 

1 



Journal Club Meeting, Thursday, 13, June 2013 

INFONET,   GIST         / 14 

Let us suppose that we aim to 

find the support set of a sparse 

vector by using OMP.  

 

Then, what is a sufficient 

condition for successful OMP? 

Questions and System Model 
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OMP finds one index at a time for approximating the solution of  

Orthogonal Matching Pursuit 
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Sufficient conditions for successful OMP 

There are many papers that report sufficient conditions for 

successful OMP. 
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Year A sufficient condition Types 

2004 Deterministic 

2010 Deterministic 

2012 Deterministic 

This paper Probabilistic 

 1 2 1K  

 1 1 3K K  

 1 1 1K K   

  logM K N 

2007: J. Tropp, “Greed is good: Algorithmic results for sparse approximation,” IEEE Trans. On. Inform. 

Theory 

2010: M. A. Davenport, M. B. Wakin, “Analysis of Orthogonal Matching Pursuit Using the Restricted 

Isometry Property”, IEEE Trans. On. Inform. Theory 

2012: J. Wang and B. Shim, “On the recovery Limit of Sparse Signals Using Orthogonal Matching 

Pursuit”, IEEE Trans. Signal Processing Letter 
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The short overview of the paper [2012] 

To derive their sufficient condition, the authors considered the event 

that OMP correctly selects index j at the ith iteration. 

The event occurs if  
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They have shown that the left term is lower bounded by  
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Also, they have shown that the right term is upper bounded by  
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Then, they have derived their sufficient condition from the two 

bounds. 
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The main Theorem 

(OMP with Admissible Measurement matrix.) Fix 𝛿 ∈ (0,1) , and 

choose 𝑀 = Ω(𝐾𝑙𝑜𝑔 𝑁/𝛿 ) . Suppose that 𝐱  is an arbitrary 

𝐾 −sparse vector in ℛ𝑁 , and draw a random 𝑀 ×𝑁  admissible 

measurement matrix 𝐀  independent from the vector. Given the 

measurement vector 𝐲 = 𝐀𝐱 . Then, OMP can reconstruct the 

support set with probability exceeding 1 − 𝛿. 
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Admissible Measurement Matrices 

An admissible measurement matrix for 𝐾 −sparse vectors in ℛ𝑁 is 

an 𝑀 ×𝑁 random matrix 𝐀 with four properties. 

(M0) Independence : The columns of 𝐀 are stochastically  

     independent. 

 

(M1) Normalization :  

 

(M2) Joint correlation : Let {𝐮𝑡} be a sequence of vectors whose 𝑙2 

       norms do not exceed one. Let 𝐚 be a column 

       of 𝐀 that is independent from {𝐮𝑡}. Then,  

 

 

(M3) Smallest singular value: Given an 𝑀 ×𝐾 submatrix 𝒁 from 𝐀, 

        the largest singular value 𝜎𝑚𝑖𝑛(𝐙) 
        satisfies 

7 

2

2
1 for 1, , .i j N   

 
a

   2max , 1 2 expt

t
K c M    a u

    min 0.5 1 exp cM    Z



Journal Club Meeting, Thursday, 13, June 2013 

INFONET,   GIST         / 14 

First, let us define the greedy ratio at the lth iteration: 

 

 

OMP correctly selects an index belonging to the support set if  

 

OMP correctly reconstructs the support set when the event  

                                      occurs 

 

We aim to obtain the probability 

 

 

 

 Owing to (M3), we can solve LS within the Kth iterations. 

The proof of the main Theorem-1 
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Continuously, we aim to consider the probability 

 

For this end, we consider the greedy ratio at the lth iteration. Then, 

we have 

 

 

Now, we simplify the upper bound of the greedy ratio. First, let us 

define                                Then, the upper bound becomes  

 

 

The proof of the main Theorem-2 
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Owing to M3, we have                   

 

Then, we can show that the 𝑙2 norm of the vector 𝐮𝑙 is always less 

than one. 

 

Now, we have 

 

The proof of the main Theorem-3  
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In addition, we have                                                      

Thus, we finally obtain  

 

 

To simplify the lower bound, we apply the inequality                           for 

𝑛 ≥ 1 and 𝑥 ≤ 1. Then, for 𝐾(𝑁 − 𝐾) ≤ 𝑁2/4, we have  

 

 

By again simplifying the above lower bound, we have 

 

 

Finally, we can see that the choice 𝑀 = Ω(𝐾𝑙𝑜𝑔 𝑁/𝛿 ) is sufficient to reduce 

the failure probability below 𝛿. 

The proof of the main Theorem-4  
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1. Can we establish a sufficient condition for Simultaneously Orthogonal 

Matching Pursuit? 

 

New researches problems 
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Simultaneously Orthogonal Matching Pursuit 
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2. Let M1 be the number of measurements in the SMV model when OMP is 

exploited. Let M2 be the total number of measurements in the MMV model 

when SOMP is exploited. What is the relation between M1 and M2? 

  

 

New researches problems 
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